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1 Introduction

How do international relative prices adjust to countryefiefiscal measures and productivity gains?
This question is pivotal to understanding the internatior@smission mechanism; and yet, theoret-
ical and empirical approaches tend to provide conflictingngars. Business cycle models under con-
ventional calibrations predict that government spendaiges the relative price of domestic goods,
while productivity gains lower it—reflecting, respectiyehn increase in relative demand and supply
of domestic goods$.Recent empirical studies based on estimated vector auéssige (VAR) mod-
els suggest the opposite. Kim and Roubini (2008), Monaaalli Perotti (2006), and Ravn, Schmitt-
Grohé and Uribe (2007), among others, find that governnpiding depreciates the real exchange
rate. Corsetti, Dedola and Leduc (2008b), Kim and Lee (2088) Enders and Muller (2009) doc-
ument that productivity gains (or ‘technology shocks’) eggiate real exchange rates, measured by
the terms of trade or the relative price of consumption accosintries.

In order to reassess these puzzling findings, the presest papploys a new methodological ap-
proach: while existing studies identify exogenous striadtinnovations through either short-run or
long-run restrictions, we follow Uhlig (2005) and restribe sign of the responses to the shocks we
seek to identify? Importantly, and in contrast to a closely related study bysétii, Dedola and Leduc
(2009), we use a quantitative general equilibrium modebtmélly derive the sign and the time hori-
zon of the identification restrictions. Our model is richlyesified and nests distinct transmission
mechanisms, once we consider the entire range of plausivéareterizations. Specifically, while
the model delivers robust predictions for the behavior ees@ macroeconomic variables, it does
not yield clear-cut predictions for how exchange ratesaadpo government spending and technol-
ogy shocks. This result is key to our identification strategy derive sign restrictions for several
variables from the model, while remaining agnostic aboghexge rate dynamids.

!See, e.g., Backus, Kehoe and Kydland (1994) and Erceg, i@ti@md Gust (2005). Assuming debt-finance, textbook
versions of the Mundell-Fleming model also predict that aagenous increase in government spending appreciates ex-
change rates. In the case of tax finance, results differ g@skble income and money demand fall if money supply is
unchanged, see Frenkel and Razin (1987). For similar reagomernment spending depreciates the nominal excharege ra
in Obstfeld and Rogoff (1995).

2The aforementioned studies on fiscal shocks focus on theexehbnge rate and consider data for Australia, Canada,
the U.K. and the U.S. Evidence on the effect of governmemdipg shocks on the terms of trade is somewhat mixed, see,
for instance, Corsetti and Muller (2006) or Monacelli aretdti (2008). Regarding technology shocks, evidence ffor a
appreciation is established for U.S. data. Corsetti e28l08b) find an appreciation in Japan as well, while Kim and Lee
(2008) report a depreciation for the Euro area and Japan.

An increasing number of studies has recently employed sigtrictions. They are used, for instance, to identify
government spending and technology shocks in a closed sgonontext by Mountford and Uhlig (2009) and Peersman
and Straub (2009). In an open economy context, with a focudemntifying monetary policy shocks, sign restrictions are
employed by Faust and Rogers (2003), Farrant and Peers®@®)(2and Scholl and Uhlig (2008) among others.

“The validity of our identification assumptions thus rest @ plausibility of our theoretical framework. Yet working
with a fully specified general equilibrium model imposescgine on how to specify sign restrictions. By the same ipke
it allows for a quantification of the time horizon for whichstactions may be imposed as well as for an explicit treatmen
of a possible anticipation of government spending shocks. thgrefore consider our study complementary to Corsetti,
Dedola and Leduc (2009) who employ sign restrictions totifiedemand and technology shocks in the manufacturing
sector and study their effect on the real exchange rate.eR#thn using a fully specified general equilibrium modetyth
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We establish new evidence on how productivity gains andigorent spending impact U.S. exchange
rates. In contrast to existing studies, which analyze tfecebf either government spending or pro-
ductivity gains in isolation, we assess their effects jgiit order to establish encompassing evidence
on the international transmission mechanism. Specificalyestimate our VAR model on quarterly
times series for the U.S. relative to an aggregate of indliged countries for the post-Bretton-Woods
period 1975Q1-2005Q4. The VAR includes data for consumptatput, investment, government
spending, the government budget balance, inflation, the-gmn interest rate and exchange rates.
As a measure for the latter, we consider both the real efieetichange rate and the terms of trade, in
order to control for the possibility that exchange rate desmerely reflect fluctuations in the price
of non-traded goods.

We find that exogenous expansions of government spendinrgdete the real exchange rate as well
as the terms of trade. Positive innovations to technolatgtead, appreciate the real exchange rate
and the terms of trade in the short run. While the terms oftiaahverge back to their initial value,
the real exchange rate depreciates in the medium run aftesiive technology shock. Sensitivity
analysis, accounting for various complications such asiptesanticipation effects of government
spending, monetary policy shocks, or variations in the darppriod, shows that these results are
robust.

Overall, our results corroborate the findings of existinglgs regarding the effects of government
spending and technology shocks on exchange rates, evagtthaemploy an identification scheme
which is conceptually quite distinct. Identification asqiions are, by their very nature, controver-
sial, and evidence on exchange rate dynamics which is rabusss identification schemes seems par-
ticular relevant in assessing conflicting theoretical acts of the international transmission mecha-
nism. Specifically, international relative prices play exportant role in allocating country-specific
risk in the absence of explicit risk-sharing. Cole and Gdtf1991) identify conditions under which
international price movements fully insure country-sfiecisk, thereby supporting the efficient al-
location. Yet, as shown in a recent theoretical contrilsutip Corsetti, Dedola and Leduc (2008a), to
the extent that technology shocks appreciate the real egetirate, country-specific consumption risk
is actually amplified. The reverse holds for government dpenshocks. Our empirical findings are
thus consistent with the notion that, in the short run, imiional price movements tend to amplify
rather than to mitigate country-specific consumption risk.

The remainder of the paper is organized as follows. In se@iwe describe our identification strategy
and outline a quantitative business cycle model from whiehderive sign restrictions. In section 3
we discuss our VAR specification and results. Section 4 dsesisensitivity and section 5 concludes.

use sector-specific information to achieve identification.



2 ldentifying government spending and technology shocks
2.1 Sign restrictions

As discussed above, several studies use VAR models to datdineceffects of government spending
and technology shocks on exchange rates. In these studigfiichtion is based on either short-run
or long-run restrictions. In the following we propose torlgrian alternative identification scheme
to bear on the question, because the evidence establisieateconflicts with the predictions of
business cycle models, at least if standard calibratioasansidered. In the following we briefly
outline our approach. We start from the following reducedyf VAR model

Yi =p+ByyYio1+ Bo)Yio+ ... + Bin)Yiem +u, Elugui] =%, (1)

t=1,...,T, for somel-dimensional vector of variablés, coefficient matricesB(Z—) of sizel x ¢ and a
variance-covariance matrix for the one-step ahead piedietrorX:. Letting v, with E[v,vy] = Iy,
denote the vector of structural shocks, we need to find a xndtisuch thatu; = Av; in order to
achieve identification.

Instead of restricting the matrit a priori, we follow Uhlig (2005) and Mountford and Uhlig (20D
and identify structural shocks by imposing sign restritsion impulse-response functions of selected
variables for a certain periodl = k, ..., k following the shock. Intuitively, we consider various
matricesA and check, for each case, whether the sign restrictionsiileefl and dismiss the matrix

if this is not the case. Below, we derive the sign restriction the basis of a quantitative business
cycle model. Specifically, we assess—for a wide range of Iinpaemeterizations—whether the
response of a variable to a particular shock is either rbpusgative or positive for a specific time
periodk after the shock impacts the model economy.

To fix ideas, leth be the number of structural shocks that we seek to identifyuford and Uhlig
(2009) show that identifying shocks is equivalent to identifying an impulse matrix ofkarthat is

a sub-matrix of matrix4 satisfyingAA’ = X. Any impulse matrix can be written as

[V, ...,a™] = AQ )

where A is the lower triangular Cholesky factor &f andQ = [¢(V),...,¢™] is an x ¢ matrix
consisting of orthonormal rowg®), s = 1, ..., n, such thaRQ’ = I,,.

Similarly to Uhlig (2005), one can show that the impulse mese toa(*) can be written as linear
combination of the impulse responses obtained under a €kotiecomposition of. Letc;;(k) be
the impulse response of theh variable at horizor to theith shock in the Cholesky decomposition
of ¥ and define:; (k) € R’ to be the vector respons$@;(k), ..., cs; (k)]. Then the impulse response



r$) (k) to the impulse vectae(®) is given by

rE k) =Y ¢ aik). 3)

The restrictions we impose to identify an impulse vectorabterizing shock are that(r,(f)(k))j >

0,j € I+ and(rc(f)(k:))j < 0,5 € J- for some subsets of variablgg. and 7_ and some horizon
k=k, ...k

For the actual estimation we employ a Bayesian approacltif@adly, we use a flat Normal-Wishart
prior (see Uhlig (1994) for a detailed discussion of the prtips), while the numerical implementa-
tion follows Rubio-Ramirez, Waggoner and Zha (2005) andmasummarized as follows. We take
a draw from the Normal-Wishart posterior f@B, >) and construct an arbitrary independent standard
normal matrix)M/. We obtain the orthonormal matriy using the QR-decomposition @f such that
QQ' = I and@QR = M. We construct impulse vectoasaccording to (2) and use (3) to compute the
impulse responses.

Considering orthogonal structural shocks may result inttigentifying sign restrictions in the sense
that many draws from the Normal-Wishart posterior for theR/parametergB,Y) are rejected
because they do not permit any impulse matrices that sahsfgign restrictions. This means that
many draws receive zero prior weight, even in cases wherefenl of the restrictions are mildly
violated. This issue gets more severe if the number of odhabshocks and the number of variables
included in the VAR model increases. To account for this clasapon, we allow for small deviations

e from the sign restrictions and define

max{—(r((f)(k))j,()} forjeJy, k=k ...kands=1,..,n,

@ (k)); = _
max{(r$"(k));,0} forjeJ_, k=k . kands=1,. n.

We keep the impulse responses if the sum of the squared idegatver all structural shocks, vari-
ables and horizons is smaller than

2
YOS [(wﬁf’(k))j} <e,  e>0. @)
S j k
Inference statements are based on the posterior distibafithose draws for which (4) is satisfied.

2.2 A quantitative business cycle model

We now turn to a quantitative business cycle model from whighderive sign restrictions. The
model is a two-country business cycle model featuring wesrfactions frequently employed in earlier

SAlternatively, Mountford and Uhlig (2009) minimize a petyafunction for sign restriction violations for each draw
from the posterior distribution for the VAR parameters. Hwoer, to account for several orthogonal shocks they seiglignt
determine the optimal impulse vectors such that the ordesinthe structural shocks may be important. To avoid this,
we simply allow for small deviations and draw the impulseteges simultaneously. This also implies that, in contrast to
Mountford and Uhlig (2009), we simultaneously estimaterituced-form parameters together with the impulse matrix.



studies, see, e.g., Chari, Kehoe and McGrattan (2002) afich&on (2002). Notably, we consider
various degrees of price rigidity, since sticky prices ptitaly alter the transmission of real shocks,
as forcefully argued by Gali (1999). In addition, this aaption allows us to study the behavior of
international relative prices also in response to mongpaticy shocks, once we turn to sensitivity
analysis. Moreover, we assume that each country spedaitizhe production of a particular type of
goods. Households in each country consume both types, laudiferent extent, such that changes
in their relative price govern real exchange rate dynamifs. abstract from non-traded goods, as
fluctuations in their relative price are of minor importameeaccounting for U.S. real exchange rate
changes, see Engel (1999) and Chari et al. (2002).

Before we turn to model simulations in order to derive sigsinietions, we briefly outline the model
structure. The world economy consists of two symmetric t@esindexed by € {1,2}. We refer

to countryl as the domestic economy or ‘Home’, and to courtas ‘Foreign’.

Households In countryi, a representative household allocates resources to cgtismrgoods(;,
and supplies labof{;;, to monopolistic firms. Preferences are given by

© CH(1 — Hy) =
By g St pet ©
t=0

Bio=1, Bur1 = (1+9[CHA - Hit)l_'u])_l Bit, t>0.
Hereg;; is an endogenous discount factor implying higher discogrificonsumption and leisure are
above their steady-state vallfeShe positive constanjsandy specify the preferences of households.
Labor and capital are internationally immobile; housekaitdcountry: own the capital stocki;,
and rent it to intermediate good firms on a period-by-periasi It may be costly to adjust the level
of investment/;;. As in Christiano, Eichenbaum and Evans (2005), the law afondor capital is
given by
Kity1 = (1= 0) Ky + [1 = V(L /Ii—1)] i, (6)
wheres denotes the depreciation rate; restrictihg ) = ¥/(1) = 0, and¥”(1) = x > 0 ensures that
the steady-state capital stock is independent of invedtatgustment costs captured by the parameter
x- Across countries there is trade in nominal non-contingentls ©;;, denominated in the currency
of countryi. The budget constraint of the representative householdunteyi reads as
(1 — 7it) (Wi Hyt + RE Ky + Yit) — PuCit — Puly
(©1441 + D1gr1) Ry + SiOai1 Ryt — ©14 — Dy — SiOqy, fori =1,

= (7)
(©2141 + Dayy1) Rt + O141 (R11Sy) ™' — Oop — Doy — S; 10y, fori =2,

5\We assume that the effect of consumption and leisure on gueulit factor is not internalized by the household, see
Schmitt-Grohé and Uribe (2003) for a detailed analysise parameter) determines how strongly the discount factor
responds to consumption and leisure; it also pins down the\af the discount factor in steady state.



whereW;; andR;’f denote the nominal wage rate and the rental rate of capitdlYs are nominal
profits earned by monopoalistic firms and transferred to hioolsks. 7;; denotes the tax rate levied on
households’ income?; is the price of the final good defined belof;; is the gross nominal interest
rate,D;; denotes debt issued by the government in countld by domestic residents, afgis the
nominal exchange rate. In each country households maxiff)zbject to (6), (7) and a non-Ponzi
scheme condition.

Final good firms Consumption and investment goods are composite goods Wwbigbeholds pur-
chase from final good firms. These firms operate under perfaopetition and buy intermedi-
ate goods from a continuum of monopolistic competitive firlge usej € [0, 1] to index those
intermediate-good firms as well as their products and pri€esther, letA;,(j) and B;.(j) denote
the amount of good originally produced in country 1 and 2, respectively, anddum country: to
assemble final goods;;. These are produced under the following technology

€ — o—1
—1

w> <[fol Alt(j)%dj} ‘ >T

o—1

- )

Fy = :Hl_w)i<U°1B“(j)%dj]ﬁ> L ®

ﬁ([folB?t(j)%dj} >_ fori =2
(1 -w)? <[f01‘42t(j)%dj]ﬁ> g

fori=1

o—1 5

whereos denotes the elasticity of substitution between foreigndmdestic goods (‘trade price elas-
ticity’, for short) ande measures the elasticity of substitution between goodsumexd within the
same country. The parametemeasures the home bias in the composition of final goodsPZl;‘c(aj)

be the price in countryof an intermediate good produced in country 1 &44{j) the price in country

1 of a good produced in country 2. Assuming that the law of otieegrolds, we have

PE(j) = SiPEG);  PiG) = SiPsi(9). 9)

The price for final goods is given by

1

. o (P ™+ (1 —w) (PR) 7] 77, fori=1 )
it = 1 )
((1=w) (P ™7 4w (PR) 7], fori=2

where

1 s 1 -
P = ( /O Pf(j)l*dj) andP¥ = ( /0 Pf(j)l—ﬁdﬁ (1)

denote the GDP deflators in Home and Foreign, respectively.
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The problem of final good firms is to minimize expendituresisembling intermediate goods subject
to (8) and the requirement thdt, = C;; + I;;. The first-order condition that characterizes the
behavior of final good firms in equilibrium implicitly definéise demand for a generic intermediate
goods,Y;”(j).
For future reference, taking the perspective of the hometrguve define the real exchange rate as
follows

RX, = S, Py /Py, (12)

such that an increase corresponds to a depreciation. Tins tdrtrade are defined as the price of
imports relative to the price of export®;; / Pf;.

Intermediate good firms At the intermediate good level, firms specialize in the paitun of dif-
ferentiated goods. A generic firgne [0, 1] in country: engages in monopolistic competition facing
imperfectly-elastic demand from domestic and foreign fop@bd producers, as well as domestic
governments which are assumed to consume only domestaliijyced goods, as discussed below.
Production of intermediate goods is Cobb-Douglas:

Yie(j) = e K (5)" Han(5)" 7, (13)
whereZ;; denotes the level of technology common to all firms. It evelerogenously according to
Zit = p2Zit1 + p2zZ3—i—1 + €y, (14)

such thap, captures the degree of autocorrelation andpossible spillovers across countries. Labor
and capital inputs of firny, H;(j) and K;(j), are adjusted freely in each period. Price setting,
however, is constrained exogenously by a discrete timeoreos the mechanism suggested by Calvo
(1983). In a given period, each firm has the opportunity togesdts price with probability — & only.
When a firm has the opportunity, it sets the new price in ord@naximize the expected discounted
value of profits; otherwise prices are indexed to past imilgtivhere the degree of indexation is given
by ¢ € [0,1]. When setting the new pricB{;(j) or P£(j), the problem of a generic intermediate-
good firmj in country: is given by

ad itk Yirr(3) [PAG)(PA PA ) — MC; Py, fori=1
mangkEt{ Pitt+k t+k(])[ 7 (7)( zt+k—1/ 1) t+k}/ t+k ? (15)
k=0

Ptk Yirak () [P G (P /PE 1) — MCii] /Piyr, fori=2
subject to the production function (13) and the optimal chadf factor inputs which minimizes
marginal costs) C;;.” As households own firms, profits are discounted with., x, which equals
the household’s marginal rate of substitution betweenwopion in period andt + k.

’In this formulation we impose the constraint that demandes Iy actual production at all time$3; (j) = Y2 (j) +
Y€ (5), where the last term denotes the demand stemming from goeatrconsumption.
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Fiscal and monetary policy Government policies are characterized by feedback rulesifg to
fiscal policy first, we assume that government spendiig, consists of a bundle of intermediate
goods. Specifically, we assume an aggregation technologyasphic to (8), except that only domes-
tically produced goods enter the consumption basket of tvermment Government consumption
evolves according to the following feedback rule:

Git = (1 - Pg)Gi + ngit—l + ‘Py(Yit - Yz) - @d(Dit - Dz) + 5zgt,t_n> (16)

whereY;; = (fol lfit%(j)%dj)ﬁ is an index for aggregate domestic production (‘outputt, fo
short); letters without time subscript refer to steadyestalues;p, captures persistence, whilg,
and p, measure to what extent government spending responds tcethi@tidn of output and debt
from their steady-state valués:}, , , is an i.i.d. innovation to current government spending cluhi
may have been correctly anticipategeriods in advance because, say, of institutional featfrée
legislative process.
Regarding the tax rate we assume that= 7; + ¢, (Dy — D;)/Y;, with ¢, > 0 measuring how
strongly the tax rate adjusts to the level of d€bThe budget constraint of the government in country
1 is given by

Dit + P§ Gy = 1yu(Wit Hiy + RE Ky + Yit) + Diy1 Ry, (17)

whereP§ is the price index of government consumption.

Monetary policy is characterized by an interest feedbatk nwhereby the policy rate is adjusted
in response to domestic (i.e., producer-price) inflatidp, and a measure of the output gap, =
(Ys — Y;)/Y; as, for instance, in Gali and Monacelli (2005):

Rit = prRit—1 + (1 — pr) (R + ¢x (Il — II) + 0.25¢,y1) + €5y (18)

Herep, > 0 captures interest rate smoothing, whilg and ¢, measure the long-run inflation and
output gap response of the policy ratg;is an i.i.d. exogenous monetary policy shock.

2.3 Generating sign restrictions

We approximate the equilibrium conditions of the model aba deterministic, symmetric, zero-debt
steady state and compute the model solution numericallyrdar to determine parameter values we

8put differently, we assume that government goods are ageérinbthe same way as in (8), with = 1. The evidence
discussed in Corsetti and Muller (2006) suggests thattip@it content in government spending is generally less hiadn
the import content in private spending. As a first approxiomait is thus reasonable to assume zero import content in
government spending.

®Rules of this type have been estimated by Gali and Per6@3®2 among others.

In the simulation of the model we only allow for values @6, ¢4} such that government debt is stationary. It is
interesting to observe that in the casewf = 0 all financing of government spending occurs through reddoade
spending. As a result, the standard wealth effect of govemispending is absent.



focus on steady-state relationships which link particpiameters to first moments of the data or, in
case parameters have no bearing on the steady state, tunpitical studies which report appropriate
estimates. We account for uncertainty of measurement lgifgjyey a particular interval of plausible
values for each parameter. As our VAR model is estimatedoe-series data for the U.S. relative to
an aggregate of industrialized countries, we mostly relgwidence for the U.S., but also account for
non-U.S. observations.

In order to generate sign restrictions which are robustsactbe entire range of plausible model
parameterizations, we adopt the following procedure. Gihe specified intervals and assuming a
uniform and independent distribution, we draw a total of 000 realizations of the parameter vec-
tor. For each realization we compute impulse responses tvergment spending and a technology
shock. Finally, we compute confidence bounds containinged®gmt of the responses and analyze
which variables respond unambiguously either positivelyegatively to a particular shock for a
specific number of periods after the shdékin addition, we compute impulse responses to mone-
tary policy shocks and anticipated government spendinglsh®ecause in our empirical analysis we
also account for these shocks once we assess the robudttiessasults obtained under the baseline
specification.

| Table 1 about here]

Table 1 summarizes the range of parameter values used indfel simulations. A period in the
model is one quarter. As the discount factor relates, viaBhler equation, to observed after-tax
returns, we chose the interval for the steady-state valukeofliscount factor to be consistent with
annual after-tax returns between 4.2 and 7.5 percent, seer@and Rupert (2007) and references
therein. The elasticity of substitution between varietiesermines the markup, for which Rotemberg
and Woodford (1993) find values between 20 and 40 percente€org for a potential bias due to
intermediate inputs reduces the lower bound to 7 perégror parameters governing the capital share
and the depreciation rate, we allow for values consistetit irange of observations for the labor
share and annual depreciation rates in various sectorg @dibnomy, see Rotemberg and Woodford
(1999) and Gomme and Rupert (2007), respectively. Govemhspending on domestic goods in
steady statey, is assumed to vary between 14 and 23 percent of output. Ragahe degree of
home bias, we consider an interval which accounts for anréspare between 7 and 12.5 percént.

computing the impulse responses for a large number of eiizs of the parameter vector ensures the robustness of
our sign restrictions. Assuming a uniform distribution otfee specified interval, we consider the entire range ofrpater
values, while dismissing all values outside the intervahgslausible on a priori grounds. In order to dismiss veryikely
implications of realizations of the parameter vector, wesider 99 percent coverage bands.

2Here and in the following we draw parameters sequentiafigh, teeat the earlier realizations as given when calculating
the implied target values.

13The values for the export and government shares correspootuservations for the U.S. over the sample period used
in our estimation (data sources are discussed below).
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The parameterg and~ jointly determine the Frisch elasticity and the intertemgbeelasticity of
substitution (IES). Our parameter intervals account feruhcertainty regarding appropriate values
for these elasticities, see Basu and Kimball (2002) and Djand Flodén (2006). We also allow for
higher values, in line with the early RBC literature.

The parameter governing the average price duration is sbates@ntroversial in the literature. Here
we rely on international evidence reported by Dhyne et &lI06). As a lower bound we employ the
value for the U.S., yielding an average price duration ofriohths. The upper bound of 13 months
is set in line with observations for the Euro Area. Regardinthe parameter capturing investment
costs, we consider an interval which is centered aroundadim pstimate of Christiano et al. (2005)
and accounts for two standard errors. Concerning pricexattin, we allow for the whole range
from zero to full indexation. In order to specify monetanfipprules we consider an interval given
by estimates for the U.S. and the Euro Area, reported by ddatali and Gertler (2000) and Enders,
Jung and Muller (2009), respectively. We specify an adibissange of parameter values for the co-
efficients in the government spending feedback rule drasmestimates reported by Gali and Perotti
(2003) for a sample of OECD countries. The tax rule coefficigichosen such that deficits display
considerable persistence as in the data, see Corsetti alierfN2008). Finally, for the persistence
of technology shocks we sample from a range of two standaratitens around point estimates re-
ported by Backus, Kehoe and Kydland (1992) and Heathcot®and(2002). Possible cross-country
spillovers are admitted to take any value which does notteadplosive behavior of the model.
Regarding the trade price elasticity we consider two distinct intervals of empirically plausib
values. One interval allows for low values, in line with esitte reported in a number of recent
macroeconometric studies, see Enders and Muller (2009ufther discussion. A second interval
allows for higher values of up t.5, the highest value which Backus et al. (1994) consider on the
basis of surveying model-independent evidence. In ourlsitioms we consider both intervals (each
for 50,000 draws), but omit the middle range, as this wilballus to highlight the importance of the
trade price elasticity for the international transmissio@chanism and, in particular, for the sign of
the exchange-rate resporiée.

Turning to our results, we display in figure 1 and 2 the impuésponses to an unanticipated inno-
vation in government spending and technology, respegtiVéé consider both intervals for the trade
price elasticity: the shaded area covers 99 percent of g@orees in case values are drawn from
the low interval (pointwise), the dashed lines cover 99 petof the responses if values are drawn

1To be precise, the trade price elasticity interacts withmaddel parameters, but most importantly with the degree of
home bias and the persistence of shocks in determining gimeaithe exchange-rate response. As a result, there is no
single threshold value fosr, which is independent of the values assumed for the otherhmatameters. Hence, we
exclude a sizeable range between the two intervals. Notevindo not judge parameter values in this range as empiricall
implausible, but simply omit them in the simulation to ilitete that the trade price elasticity governs the sign of the
exchange-rate response. Note also that we do not restei@xthange-rate response in order to identify shocks in our
estimated VAR model.
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from the high interval. On the horizontal axis we measuréjsrafter the shock (in quarters), on the
vertical axis we measure responses in percentage deviationsteady-state values. We display the
response of relative variables to a domestic shock, i.e.difference in the response of a domestic
variable and its foreign counterpart, because we are cnedevith the behavior of the real exchange
rate, which is determined by these relative variabfe&or the real exchange rate and net exports
we report the response of the domestic variable. We do nat sesponses for the terms of trade,
because they move proportionally to the real exchangeaatee assume home bias throughout.

Figure 1 about here|

Figure 1 shows how the economy adjusts to unanticipatedrgment spending shocks. Relative
government spending increases for at least four quarterp@ssibly falls below its steady-state level
thereafter, as it is systematically cut in response to highelic debtt® Output increases for at least
two quarters, but a decline below steady state cannot be auiefor later periods. The government
budget deteriorates for at least four quarters. Imponatiie sign of the response of private con-
sumption is ambiguous, once we consider the entire rangéaaible model parameterizatioh’s.
Government spending crowds out investment for at leastisaxtgrs and triggers a rise in inflation.
The nominal interest rate rises for at least four quarters.

The responses of net exports and the real exchange rate higuams at all horizons. The sign of
the response of net exports is determined by the trade plasticity: if we sample from the low
(high) interval, the response is positive (negatitfeJhe real exchange rate appreciates, i.e., falls, in
case we assume a high trade price elasticity—at least asa®ggvernment spending expands. If,
instead, we assume a low trade price elasticity, the sigheoékchange-rate response is ambiguous.
Corsetti etal. (2008a) show that, absent explicit riskrAslygacross countries, the trade price elasticity
determines the sign of the exchange-rate response to tegyrshocks, thereby possibly amplifying
consumption risk. Our simulation results suggests that #hithe case for government spending
shocks, too.

Figure 2 about here

15Given the symmetry of the model, results are unchanged ifomsider relative innovations, e.g., an exogenous increase
in domestic government spending relative to foreign gavennt spending.

18For ease of exposition, we do not always explicitly refettie fact that we are dealing with variables in relative terms
in the following discussion.

YGali, Lopez-Salido and Valles (2007) analyze the traasion of government spending shocks in a new Keynesian
closed economy model. They show that government spendisgsrarivate consumption only in the presence of labor
market frictions and if a considerable fraction of housdbatonsumes disposable rather than permanent income. Our
simulation results show that, although our model does raitife these frictions, we nevertheless cannot rule outitiveos
response of consumption to government spending. This &susecwe allow for a wide range of preference specifications
while assuming infrequent price adjustment, see BilbiR0@) for a detailed analysis.

185ee Muller (2008) for a detailed analysis of how the tradeepelasticity (in relation to the IES) determines whether
net exports rise or fall in response to government spendingks.
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Figure 2 shows how the economy adjusts to a positive tecggahmovation in the home country. The
response of government spending is ambiguous as we allow fositive and negative adjustment
of government spending to output, which increases unarobigjy for more than eight quarters. The
budget does not fall on impact, because tax revenues argdlicad. The response of consumption
is distinctly positive from quarter two to eight, after aiitisl period when a drop in consumption
cannot be ruled out. The response of investment is positivingl the first four quarters after the
shock, inflation falls for at least two quarters and the edérate drops for at least six quarters.

As with government spending shocks, the responses of nertsxgnd the real exchange rate are
governed by the trade price elasticity. If we consider oanly Values, net exports tend to fall, while
they increase if a high trade price elasticity is assumedil&ily, if a high elasticity is assumed
the real exchange rate depreciates robustly, while itsorespis not clear-cut if a low trade price
elasticity is assumed, in line with the results of Corsetéile(2008a). In sum, the model delivers sign
restrictions for a number of variables, as their responsesjaalitatively robust with respect to the
entire range of plausible model parameterizations. Ydahesame time, the model does not deliver
unambiguous predictions as to how net exports and the rehlaege rate respond to government
spending and technology shocks.

| Table 2 about here]

Table 2 summarizes the sign restrictions implied by the rmsideulations. Specifically, the length
and sign of the restrictions are given by the maximum numbguarters for which the simulations
provide robust predictions for the sign of the response airéiqular variable. Table entries indicate
whether a variable is restricted to respond non-negat{#glynon-positively (-) to a specific shock, or
whether it is left unrestricted (@). Numbers indicate thartgrs for which the response is restricted,
with ‘0’ indicating the impact period of the shock. In additito unanticipated government spending
shocks (column 1) and technology shocks (column 3), tabkp@rts sign restrictions for monetary
policy shocks (column 4) and for possibly anticipated gawagnt spending shocks (column 2). In this
case, we compute for each realization of the parameterniegpalse responses to both unanticipated
as well as to anticipated shocks considering an anticipdtarizon of up to two quarters, i.e., we
allow forn € {0, 1,2}. If a government spending shock is anticipated, the datéhathwit becomes
known defines the impact peridd.

Our set of sign restrictions ensures that productivity aswhishocks are distinguishable along several
dimensions. The same holds for monetary policy shocks atehpally anticipated spending shocks.
Nevertheless, without explicitly analyzing the resporteasther shocks we cannot rule out that these

99 principle, recovering structural shocks from estima#dR models is complicated by ‘fiscal foresight’, see Leeper,
Walker and Yang (2009). For our setup, however, we find on #mshof the test suggested by Fernandez-Villaverde,
Rubio-Ramirez, Sargent and Watson (2007) that the mapmng VAR shocks to structural shocks is typically inverébl
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shocks satisfy a particular set of sign restrictions, tochls respect, however, including a relatively
large number of variables provides some assurance. Fa@nicest considering preference shocks
which trigger an exogenous increase in private consumpigomand, we find that responses are fairly
similar to those of government spending shocks—exceptjsh#or the response of the government
budget balance, which improves in response to preferermeksh

Before turning to our empirical specification, we note themtesal studies employ sign restrictions to
identify fiscal and technology shocks. In particular, Ctrs®edola and Leduc (2009) investigate
the effects of productivity and demand shocks on the reahaxge rate using a six variable VAR
estimated on U.S. times series relative to an aggregatalo$irialized countries. They impose sign
restrictions on labor productivity, manufacturing protioc (in country differences) and manufac-
turing production relative to GDP, for a horizon of 20 questeln order to discriminate between
demand and productivity shocks they restrict the price aded goods relative to the price of non-
traded goods. In other words, their identification assuomgtirelate to a number of variables not
included in our analysis. Interestingly, regarding therieions on output, we find that our model
simulations provide no justification for a priori restriggithe response over such a long horizon. Yet,
as we will show below, the output restriction imposed by @tirsDedola and Leduc (2009) is in
fact satisfied by our estimated impulse response functibis dbservation may explain why we find
similar effects of technology shocks on real exchange fites

3 New evidence on the behavior of U.S. real exchange rates
3.1 Data and baseline specification

We estimate the VAR model (1) on time-series data for the tkftive to an aggregate of indus-
trialized countries consisting of the Euro Area, Japan,adarand the U.K. (‘rest of the world’, for
short). We include a constant and 4 lags of endogenous Vesiabthe VAR model. The vector of
endogenous variables consists of, in logs and real ternt@rconsumption, GDP, private invest-
ment, government spending as well as the primary budgenbakcaled by GDP, inflation (measured
using the GDP deflator), the nominal short-term interest aaid the log of the real exchange rate.
We also report results for a specification which includesldigeof the terms of trade instead of the
real exchange rate. We focus on a post-Bretton-Woods samjtledata ranging from 1975Q1 to
2005Q4, as we omit the first two turbulent years after theapsk of the Bretton-Woods system.

For all variables we consider time-series data for the UsMBich we express, except for the real

2OMountford and Uhlig (2009) take a closed economy perspectivd restrict output, consumption, and investment to
increase in response to a business cycle shock. Governpendiag shocks are assumed to be orthogonal to business cycl
shocks and to raise government spending. Fratzscher aadbS2009) analyze the effects of asset price shocks on the
current account and also discriminate shocks to technaoglygovernment spending through their differential imparct
inflation. Both studies restrict responses for one yedngerahan considering a variable-specific horizon.
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exchange rate and the terms of trade, relative to the res$ieoivorld. Data for real output, private
consumption, government spending, the GDP deflator, amdtpriixed investment (excluding stock-
building) are taken from the OECD Economic Outlook databaSevernment spending includes
government spending on goods and services (governmentmgii®n), but neither investment nor
transfers’! In addition, except for the Euro Area, we obtain from the samerce data for the short-
term interest rate, the primary government balance (medsarpercent of GDP), exports of goods
and services (value, local currency), imports of goods a&ndices (value, local currency), and GDP
(market prices). Net exports, as a fraction of GDP, are cdatpan the basis of these series. We use
the series for the export price of goods and services (lasaiency) and the import price of goods
and services (local currency) to measure the terms of tfealehe Euro area we obtain several series
from the ECB’s AWM database, see Fagan, Henry and Mestrel|28@Ve obtain the CPI-based real
effective exchange rate for the U.S. from the Main Economdiidators of the OECD. In constructing
the rest-of-the-world aggregate, we eliminate nationaldaffects by aggregating quarterly growth
rates, weighted by each currency area’s GDP.

Under our baseline specification, we jointly identify uneipted government spending shocks and
technology shocks on the basis of the sign restrictions sanaed in table 2. Since the search for
impulse responses that fulfill all sign restrictions exaddl very cumbersome, we allow for small
deviations using criterion (4) introduced above, settirg 0.005. Inference is based on 1000 draws
satisfying the identification restrictions. The resultsaded below are robust with respect to assum-
ing lower values ot. In these cases, however, many draws from the Normal-Wiglaterior for the
VAR parameterg B, ) receive zero prior weight, even if only few restrictions aniédly violated.

3.2 Effects of government spending and technology shocks

Given the estimated VAR model and the identified shocks tegownent spending and technology, we
compute and display the corresponding impulse respondiggiiie 3 and 4. In all panels we plot the
median as well as the 16 and 84 percent quantiles of the pmstiéstribution of impulse responses.
In our discussion of the results we will use the term ‘siguifice’ whenever both quantiles are either
above or below zero at a particular point in time. Shadedsareficate that the sign of a response has
been restricted over the corresponding horizon.

Figure 3 about here

2We do not consider government investment, because of arutieg problem in the U.K. in 2005Q2. We neither
consider transfers to ensure consistency with our busiryess model.

22gpecifically, we use the short-term interest rate (STN)dtftator of exports of goods and services (XTD), the deflator
of imports of goods and services (MTD), and the governmeinigoy surplus (GPNYEN).

ZEuro area growth rates include West-Germany until 1990@d, unified Germany from 1991Q1 onwards (in case
OECD data is used, similar adjustments have been appliedristricting the AWM database). Weights are based on
PPP-adjusted values for the year 2000, as reported in thiel\®oonomic Outlook database (2007) of the IMF.
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Figure 3 shows the effects of an exogenous innovation irivelgovernment spendird. Govern-
ment spending, displayed in the upper left panel, increpsesistently. In line with the evidence
reported by Perotti (2005) for a post-1980 sample as wellyaibuntford and Uhlig (2009), we
find a very short-lived increase in output in response to gowent spending shocks. The increase
is limited to the period for which we restrict output to resdanon-negatively. In fact, we find that
significance bands cross the zero line while the respongdl isestricted to be non-negative, as a
result of admitting small violations of our sign restrici&) see equation (4). The budget deteriorates
persistently. Consumption, the response of which is lefestnicted, does not display a significant
response, in line with evidence reported by Mountford antigJ2009)?° Investment shows a pro-
tracted decline, while inflation increases consideraloiferest rates, in turn, increase initially as long
as they are restricted to respond non-negatively, butifaligafter.

The middle and right panel of the last row show the respongeferms of trade and the real
exchange rate. As discussed in the introduction, busingde models under standard calibrations
predict that government spending appreciates excharege et do textbook versions of the Mundell-
Fleming model. Yet, as shown above, our quantitative bssimgcle model fails to deliver robust
predictions for how government spending impacts the reahamge rate (and the terms of trade),
if one considers the entire range of plausible model paramzetions. Consequently, we do not
restrict their responses and the obtained estimates tdesfiesh evidence: government spending
depreciates (raises) both the real exchange rate and the ¢étrade.

This finding largely confirms evidence obtained under altéve identification schemes. Following
Blanchard and Perotti (2002), several authors assume divatigment spending is predetermined in
order to achieve identification. Kim and Roubini (2008) gzalU.S. times series for the period
1973-2002 and find that government spending shocks defgreb@mreal exchange rate; Monacelli
and Perotti (2006) report similar results for Australiag thS. and the U.K., but not for Canada. Ravn
et al. (2007) pool the data of all four countries, reportindepreciation, too. Results for the terms
of trade on the basis of this identification scheme are lessr-@ut, see Corsetti and Muller (2006),
Muller (2008), and Monacelli and Perotti (2008).

| Figure 4 about here|

%Given that identification is based on sign restrictions\@gtifrom a symmetric business cycle model, we are agnostic
as to whether relative government spending rises becausedtic government spending rises in absolute terms or ynerel
relative to foreign government spending. The same appiéschnology shocks.

The response of consumption to government spending shackbeen the subject of a considerable debate with dif-
ferent results emerging from different identification sties based on short-run restrictions and narrative idestiific
schemes, see Perotti (2007) and Ramey (2009), respectively

%Beetsma, Giuliodori and Klaasen (2008) consider a paneluobfiean countries and find that government spending
appreciates the real exchange rate. The narrative apptodieh identification of government spending shocks, sugdes
by Ramey and Shapiro (1998), is a widely considered altem#&d the Blanchard-Perotti approach. It is employed by
Monacelli and Perotti (2006) who find that government spegdalls in response to the Carter-Reagan military build-up
while the real exchange rate depreciates.
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Figure 4 shows the effects of a positive innovation to reéaproductivity. There is no effect on
government spending, but output rises for an extended gyévigyond the horizon that is restricted
to be characterized by a non-negative response. Theredsadieneficial and persistent effect on
the government budget. The response of consumption andtimeat is also strongly positive, at
horizons before and after restrictions are imposed. loflethows a persistent decline, as do interest
rates. In the later case, the fall is limited to the periodWbich we impose restrictions.

The middle and right panel of the last row of figure 4 show thepomse of the terms of trade and
the real exchange rate. As discussed in the introducticsinbas cycle models under standard cali-
brations predict that gains in relative productivity degate international relative prices. A notable
exception is known as the Balassa-Samuleson effect, d@ogotal which productivity gains in the
production of traded goods may appreciate the real exchatge®ia their effect on the price of non-
traded goods. However, even within our model, which doesti for non-traded goods, we fail to
detect a robust depreciation of the real exchange rate lonse to positive technology shocks, since
we consider a wide range of plausible model parameterizaitiGonsequently, we do not restrict the
response of the real exchange rate and the terms of trade.

We find that exchange rates appreciate (fall) significantignd) the first few quarters after a tech-
nology shock. To the extent that technology shocks not opfyreciate the real exchange rate, but
also the terms of trade (computed on the basis of import apdregrice indices), the exchange-rate
response does not merely reflect a Balassa-Samuelson éffie@ general increase in the relative
price of domestically produced goods. Our findings are ie lwith results reported by Corsetti
et al. (2008b), Kim and Lee (2008), and Enders and Mulle0@0who, drawing on Gali (1999),
use long-restrictions to identify technology shoékéloreover, Corsetti, Dedola and Leduc (2009),
identifying demand and productivity shocks on the basis eétrof sign restrictions which differs
from ours, also find that productivity shocks appreciate. @x8hange rate¥.

A new finding relative to earlier studies, however, conceghesmedium-term dynamics of the real
exchange rate. We find an appreciation only for the first coaptuarters. Afterwards, the exchange
rates starts to rise above its pre-shock level and showsnifisamt depreciation for an extended
period. This strikes us an interesting finding, notably liseathere is no evidence for a reversal of
the sign of the terms of trade resporige.

ZICorsetti et al. (2008b) and Kim and Lee (2008) specify theiRvmodel in relative terms and identify technology
shocks by assuming that only these shocks affect relatha fproductivity in the long run. Corsetti et al. (2008b) oep
that relative technology shocks appreciate the real exgghaate and the terms of trade in the U.S. and Japan. Kim and
Lee (2008) find an exchange-rate appreciation for the Uusndt for Japan and the Euro area. Enders and Muller (2009)
assume instead that only technology shocks affect the t#vdlS. labor productivity in the long run. They also find an
appreciation of the U.S. terms of trade and the exchange rate

2They find that demand shocks appreciate exchange rateJisresult does not conflict with our result on government
spending shocks, which, in equilibrium, simultaneousfectfthe supply and demand of domestic goods.

2Corsetti, Dedola and Leduc (2009) also detect some signkbabarun depreciation in response to productivity shocks,
but only at about 35 quarters after impact.
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3.3 Exchange rate dynamics: further analysis

In the following we take up a number of issues to shed furtlgt lon our results. First, to give
a more systematic account of the uncertainty surroundiagradian responses, we follow Scholl
and Uhlig (2008) and report in figure 5 the posterior jointtriiisition of the timing and the size
of the peak responses of the real exchange rate and the térmmele. The distribution of peak
responses to government spending and technology shocHlgsptayed in the left and right column,
respectively, against the size of the response and thesqwenen the peak response occurs. Overall,
the distribution of peaks is fairly well behaved, with almhthge entire mass of the distribution leaning
towards the median response.

Figure 5 about here|

Note, however, that the posterior distribution reflecthi®ampling and model uncertainty. In order
to gauge the extent of model uncertainty, we rule out sargplitcertainty by holding the coefficients
fixed at the OLS point estimates when computing the postdisbribution of impulse response func-
tions. The solid lines in figure 6 display the median as wethad 6 and84 percent quantiles of the
posterior distribution of the responses of the real exchaatg and the terms of trade. While consid-
erable model uncertainty is apparent, the posterior digion of the responses is tighter relative to
the results reported in figure 3 and 4.

Figure 6 about here

Finally, we note that focusing on the median of the postatistribution of impulse responses might
be problematic, particularly if several structural shoeks identified. Fry and Pagan (2007) point
out that the posterior distribution of impulse responses distribution across different identified
models such that the median impulse response functionsotshacks are generated by two different
impulse matrices. Consequently, the identified shocksciesteal with the median responses are not
necessarily orthogonal. To explore this issue further, emegate impulse responses on the basis
of a single model, by computing an impulse matrix which iraplresponses as close to the median
responses as possible, as suggested by Fry and Pagan (R0@7gsponses, displayed by the dashed
line in figure 6, show that the results obtained under ourlrasgpecification are not very sensitive to
this adjustment. In particular, we still find a short-run egggation and the medium-run depreciation
of the real exchange rate in response to technology shocks.

3.4 Accounting for fluctuations

We now turn to a brief analysis of the actual incidence of goweent spending and technology
shocks as suggested by our identification scheme. In figure Flot four-quarter moving averages
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of the estimated innovations. In the left panels, the sahidd display the median estimates, while
the dashed lines displays and84 percent quantiles. However, since the median shock sexsest r
from different identified models, they are potentially @ated. We therefore apply once more the
procedure suggested by Fry and Pagan (2007) and computeations from a single model. The
results are displayed in the middle column of figure 7. Thaldimle refers to the median innovations
holding the VAR parameters fixed at the OLS point estimatds|enthe dashed lines display the
innovations obtained under the single model.

Figure 7 about here|

Despite considering four-quarter moving averages, the@of the entire history of identified shocks
is fairly complex. Yet a few episodes stand out and may beaele familiar narratives concerning
important macroeconomic episodes during the last threaddesc Focusing on the results obtained
under the single model (middle panels, dashed line) andhiifirst to government spending shocks,
we observe spikes during the Carter-Reagan military huygldh the early 1980s as well as after 9/11.
Regarding technology shocks, strong positive innovatiuring the late 1990s can be detected, in
line with the notion of a distinct productivity driven uptuin the U.S. at that time.

| Table 3 about here]

The right panels of figure 7 plot a historical decompositibtine real exchange rate, i.e., a comparison
of the time series predicted by the VAR model assuming thatalcks occurred (solid line) and that
either only technology or government spending shocks eedydashed line). In both scenarios we
assume zero as the starting value of the vector of endogeadables in order to abstract from initial
conditions. A casual inspection suggests that technolbgglks—more than government spending
innovations—account for a considerable fraction of acexahange rate dynamics.

A similar picture emerges once we compute a business cyclaneg decomposition as in Altig,
Christiano, Eichenbaum and Lindé (2005). Specifically,compute, on the basis of counterfactual
simulations using the single model, the fraction of theasace of each time series that is accounted
for by either government spending or technology shocks.alret 3, we report the fraction of the
variance of the corresponding counterfactual time segtgive to the variance of the actual data,
after applying the HP-filter with a smoothing parameter @@ 6 each series (in brackets, we report
the corresponding statistics based on unfiltered data).

According to this measure, technology shocks account forl21and 10 percent of the short-run
fluctuations of consumption, output, and investment, wideernment spending shocks account for
7, 12, and 12 percent, respectively. Both shocks have a largact on the cyclical volatility of
inflation: 29 and 21 percent of the variation is due to tecbggland spending shocks, respectively.
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Turning to the real exchange rate, we find that 18 percentsdbusiness cycle variance is due to
shocks to technology, while government spending shocksuaatdor 9 percent of fluctuations. Yet

the role of both shocks in accounting for fluctuations appéabe much smaller once we consider
unfiltered times series, suggesting that both shocks ardérafrimportance at median and long-run
frequencies.

4  Sensitivity analysis
4.1 Anticipation of government spending shocks

As a result of the institutional features of the budget psscénnovations in government spending
may become known before they are actually implemented.dBlard and Perotti (2002) discuss this
issue and show how accounting for anticipation requiremngtr identification assumptions within
their framework. They explicitly investigate the posstyilthat shocks are known one quarter in
advance and find somewhat stronger output effédidountford and Uhlig (2009) argue that the sign
restriction approach to identification is particularly &lited to address the issue of announcement
effects. In order to identify anticipated spending shoc¢ksy restrict government spending not to
respond for four quarters and find, in comparison with urgraied shocks, more persistent and
stronger effects of government spending, notably on oupdtconsumption; the latter increasing
significantly only in response to anticipated shocks.

Figure 8 about here|

In order to allow for the possibility that spending shocks anticipated, we impose the sign restric-
tions reported in the second column of table 2. In other wondsrely on our model simulations
which explicitly allow for implementation lags in governmtespending innovations of up to two
quarters. Recall that the sign restrictions reported insgeond column are satisfied by anticipated
and unanticipated spending shocks, such that we are agrssto whether shocks have been an-
ticipated or not. In our view, working with a fully specifiegigeral equilibrium model to derive
sign restrictions ensures capturing non-trivial feedbeif&cts of anticipated innovations. For in-
stance, we find that government spending, if anticipatets@axogenously, may nevertheless adjust
instantaneously—to the extent that it responds endogéntmuthe state of the economy.

As in our baseline specification we identify (possibly aipited) government spending and technol-
ogy shocks jointly. In fact, the only difference relativette baseline specification is the set of sign
restrictions: we use, in addition to column 3, column 2 ofiéad, rather than column 1. Figure 8

30see Mertens and Ravn (2009) for a general treatment of howcimuat for anticipation effects while employing the
Blanchard-Perotti identification scheme.
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shows the resulting impulse responses of the terms of traddhee real exchange rate. We detect
only minor differences in the effects of government spegaind technology shocks.

4.2 Monetary policy shocks

Monetary policy shocks may contribute considerably to ealhange rate fluctuations, see, e.g.,
Clarida and Gali (1994) and Eichenbaum and Evans (1995)n\Westigate whether results obtained
under our baseline specification are sensitive to a moddicathere we explicitly identify monetary
policy shocks, in addition to government spending and teldgy shocks. To do so, we rely on
sign restrictions implied by our model simulations and mégain the right column of table & We
restrict all three structural shocks to be orthogonal tdhesber.

Figure 9 displays the impulse responses of the real exchatgend the terms of trade obtained
under this three-shock identification scheme. We find thpaeses to government spending and
technology shocks hardly altered relative to the baselieeification.

Figure 9 about here|

4.3 Further sensitivity analysis

In the following we take up additional complications to assthe robustness of the results obtained
under our baseline specification. First, we investigatetidreour results are sensitive to the inclusion
of net exports as an additional variable in the VAR model. Quantitative business cycle model
does not deliver clear-cut prediction for how net exporgpoad to any of the shocks we seek to
identify. We thus leave their response unrestricted anagaphe same restrictions as in the baseline
specification.

Figure 10 shows that our results are not much affected bynitiasion of net exports. The initial
exchange-rate appreciation after technology shocks, Yewvis no longer significant, most likely
reflecting the fact that the number of variables in the VAR riddcreased, while the number of
restrictions did not. The response of the trade balancdagisgsignificant dynamics only if the
terms of trade are included in the VAR.Government spending shocks tend to improve U.S. net
exports, albeit by a limited amount, see Kim and Roubini @@hd Corsetti and Muller (2006). For
technology shocks, we find a hump-shaped decline of net expeatfter an initial increase; Enders
and Muller (2009) report similar adjustment dynamics.

e also find responses very similar to those obtained unddrabeline specification, once we impose sign restrictions
which are generated by model simulations while allowingdoranticipation horizon of up to four quarters. Results are
available on request.

%2Note that we restrict the impact response of exchange ratemhetary policy shocks, in line with the predictions of
our model.

%These are shown in figure 10. Results for the real exchangspatification are very similar, but insignificant.
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Figure 10 about herd

Finally, we consider two alternative starting dates for sample. First, we use data from the end of
the Bretton-Woods system onwards, i.e., we set 1973Q1 astmngtdate. Second, we use 1980Q1
as a starting date, as U.S. fiscal policy transmission afguhlanged afterwards, see Perotti (2005).
Figure 11 displays the median responses of the exchangandtthe terms of trade to government
spending and technology shocks, contrasting results tob#seline sample (solid line) with those
for the earlier (dashed line) and the later (dashed-doittedl $tarting period. We find that results are
fairly robust across sample periods.

| Figure 11 about here

5 Conclusion

In this paper we establish evidence on the response of attenal relative prices to government
spending and technology shocks. We start from three obsamsa First, the behavior of the real
exchange rate and the terms of trade carries importantirgon regarding the international trans-
mission mechanism. Second, the existing evidence on thavimtof international relative prices
in response to technology and government spending shockbct® with the predictions of inter-
national business cycle models under standard calibsatidhird, this evidence is mostly based on
estimated VAR models where identification is achieved eitheough short-run or long-run restric-
tions.

We provide new evidence by employing an alternative idexatifbn scheme based on sign restric-
tions. In order to generate robust sign restrictions, wealkite a quantitative business cycle for a
wide range of parameter values. Moreover, we document ieatniodel does not deliver clear-cut
predictions for the sign of the exchange-rate responsevergment spending and technology shocks.
To identify these shocks, we thus restrict the responsesvefral variables, but leave the response of
exchange rates unrestricted.

Estimating a VAR model on time-series data for the U.S. nedaib an aggregate of industrialized
countries, we find that expansionary government spendiagkshdepreciate the real exchange rate
and the terms of trade. Positive technology shocks, in astitappreciate the real exchange rate and
the terms of trade in the short run. These results are rohtistr@spect to several variations of our
baseline specification, such as accounting for monetaigyshocks or anticipation of innovations
in government spending.

In principle, our empirical results can be rationalizechivitstandard business cycle models. After all,
our model simulations illustrate that the exchange-ragpaase to both shocks can go either way, de-
pending on the parameterization. As conventionally catiémt models predict that government spend-
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ing (technology) shocks appreciate (depreciate) excheatgs, one might interpret our findings as

evidence in support of an alternative calibration, chandmed, in particular, by a low trade price elas-

ticity. For this case, Corsetti et al. (2008a) show thatrgiravealth effects in response to technology
shocks raise the demand for domestic goods above suppljas@dppreciate the exchange rate. Our
simulation results suggest that the reverse holds for gowent spending shocks. However, a more
fundamental reassessment of the international transmmissilds considerable promise, too. Results
by Ravn et al. (2007) and Corsetti, Meier and Muller (200®)jnstance, suggest that ‘deep habits’ or

‘spending reversals’ may account for an exchange-rateegégiion following an exogenous increase

in government spending. Further research into the intenmalttransmission mechanism along these
lines seems warranted.
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Figure 1: Model responses to exogenous and unanticipategkise in domestic government spending
under various parameterizations. Notes: Responses arguradan relative terms, i.e., Home less
Foreign, except for net exports and the real exchange raim@) shaded area covers 99 percent of
responses (pointwise) assuming a low trade price elastidashed lines display the same statistic
assuming a high trade price elasticity; number of draws, @@ Horizontal axes: quarters; vertical

axis: percentage deviation from steady state.
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Figure 2: Model responses to positive technology innovatinder various parameterizations. Notes:
see figure 1.
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Figure 3: Responses to identified government spending stadeline specification). Notes: solid
lines display the median response anditb@nd84 percent quantiles. Shaded areas indicate sign re-
strictions. Horizontal axes: quarters; vertical axis:ceet. All variables, except for the real exchange
rate and the terms of trade, are expressed in relative tédrs ys. ROW).
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Figure 6: Impulse responses of real exchange rate and tdrtrede. Notes: VAR coefficients are
fixed at their OLS estimates. Solid lines: median responskel@rand84 percent quantiles; dashed

line: impulse responses implied by a single model as prapbgd-ry and Pagan (2007). Horizontal
axes: quarters; vertical axes: percent.
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Figure 7: Estimated innovations and historical decompsibf real exchange rate fluctuations.
Notes: left panels show four-quarter moving average ofrestd innovations (medianf and 84
percent quantiles); middle panels show innovations for \gslRameters fixed at OLS point estimates
(solid line) and innovations implied by single model (dashiee); right panels show historical de-
composition of real exchange rate predicted by VAR assurméng as starting value for the vector of
endogenous variables: all shocks (solid line) vs. spendirigchnology shocks only (dashed line).
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figure 3.
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Table 1: Parameter values used in simulation

Parameter description Range Target / Source

£ Discount factor (steady state) [.982,0.99] After-tax return [.042, .075]
€ Elasticity of substitution [3.50, 15.0] Markup [1.07,1.40]
6  Capital share [0.15,0.39] Labor share [0.57,0.78]
) Depreciation rate &100) [0.38,6.02] Various sectors [.015,0.22]
g Government spending (steady state) [0.14, 0.23] Government share [0.14, 0. 23]
w  Home bias in final goods [0.84,0.92] Export share [0.07,.125]
w  Consumption weight in utility [0.02,0.89] Frisch elasticity [0.18, 4.00]
v  Riskaversion [1.00, 20.0] IES [0.48,1.00]
£ Fraction of prices kept unchanged [0.55,0.77] Price duration (months) [6.70, 13.0]
x  Investment adjustment costs [2.05,2.91] Christiano et al. '05
L Indexation of prices [0.00, 1.00] All admissible values

¢~ Inflation response of interest rate [1.68,2.15] Clarida et al. '98 / Enders et al. '09
¢y  Output response of interest rate [0.78,0.93] ”

pr  Interest rate smoothing [0.62,0.79] ”

pg  Government spending persistence [0.70, 0.85] Gali & Perotti '03

»y  Output gap response of G-spending [—0.2,0.20] "

pa  Debt response of G-spending [1—.3,0.04] "

p-  Debt response of tax rate [0.00, 0.04] Corsetti & Mller '08

p.  Technology persistence [0.83,0.98] Backus et al. '92 / Heathcote & Perri '02

p=»  Technology spillover [0,0.99 — p:] Remaining admissible values

o Trade price elasticity [0.10,0.33] or [1.00,2.50]  Enders & Muller '09 / Backus et al. '94

Notes: Parameter values used in simulation of the modehdgRaspecifies interval from which values of the

parameter vector are drawn for each simulation of the model.
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Table 2: Sign restrictions implied by model simulations

Expansionary shock to

Government spending Technology  Monetary policy
Response of No anticipation  +Anticipation
Private consumption o [4] + +
2-8 0
Output + + + +
0-2 2 0-8 0
Investment — — + =+
0—6 0—6 0—4 0
Government spending + + [4] a
0—4 2—4
Government budget — — + +
0—4 2—4 0 0
Net exports [} [} [} 2}
Nominal interest rate + + - —
0—4 2—4 0—6 0
Inflation + [} — +
0 0—2 0
Real exchange rate/terms of trade @ a [4] +

Notes: responses of variables (in relative terms) areicesdrto be non-negative (+), non-positive (-) or
unrestricted (2). Numbers indicate the time periods aftershock for which the responses are restricted.
The column ‘+Anticipation’ refers to potential anticipaii of up to two quarters.
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Table 3: Business Cycle Variance Decomposition

Business cycle variation due to shocks to

Variable Government spending Technology
Private consumption 0.07 [0.02] 0.21 [0.08]
Output 0.12 [0.05) 0.11 [0.08]
Investment 0.12 [0.05] 0.10 [0.04]
Government spending 0.08 [0.04] 0.06 [0.04]
Government budget 0.06 [0.03] 0.10 [0.04]
Nominal interest rate 0.17 [0.08] 0.17 [0.08]
Inflation 0.21 [0.17] 0.29 [0.26]
Real exchange rate 0.09 [0.03] 0.18 [0.06]

Notes: Variance of counterfactual relative to actual tireees (af-
ter applying HP-filter with smoothing parameter of 1600 [witit
filtering in brackets]); counterfactual time series are pated on
the basis of VAR model and identified shocks (single model).
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