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Abstract

In contrast to the notion that the exchange-rate regimensreutral, there is little evidence
that EMU has systematically changed the European busiyes. dn fact, we find the volatil-
ity of macroeconomic variables largely unchanged beforkadter the introduction of the euro.
Exceptions are a strong decline in real exchange rate hitylathd a considerable increase in
cross-country correlations. To account for this finding,deselop a two-country business cycle
model which is able to replicate key features of Europeaa.datparticular, the model correctly
predicts a limited effect of EMU on standard business cysfatistics. However, further analysis
reveals that the euro has changed the nature of the cycleghiits impact on the transmission
mechanism. Cross-country spillovers have become relativere, domestic shocks relatively
less important in accounting for economic fluctuations ueldU. This explains why there is
little change in unconditional volatilities.
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1 Introduction

In January 1999 eleven European countries adopted the slaa@ammon currency and delegated
monetary policy to the European Central Bank. Theory suggeat the creation of the European
Monetary Union (EMU) may alter European business cyclefopiridly. Most importantly, the lack
of exchange rate flexibility impairs macroeconomic adjueiimin the face of asymmetric shocks
if prices are sticky (Friedman 1953). This is the maintaihggothesis of the theory of optimum
currency areas which balances foregone stabilizationnendemmon currency with gains in trans-
parency and lower transaction costs (Mundell 1961, McKmh®63, and Kenen 1969).

Yet a number of recent time-series studies find it difficulidentify a “euro effect” in European
business cycles. Examples include Canova et al. (2007)Negto and Otrok (2008), Giannone
et al. (2009), and Canova et al. (2012)laking up the issue within a two-country business cycle
model, we are able to resolve the apparent conflict betweeretteived wisdom suggesting a euro
effect and the lack of evidence theréobpecifically, we find that cross-country spillovers of caynt
specific shocks increase strongly within a currency unibat ts, countries become more exposed
to economic fluctuations originating in other countriestod tinion. At the same time, the effects
of domestic shocks on the economy become relatively lessritapt, such that the unconditional
volatility of macroeconomic aggregates remains fairly hamaged.

Central to our analysis is a carefully calibrated model ef ¢turo area which is able to capture the
key features of European business cycles before and a&éntitoduction of the euro. Our analysis
proceeds in two steps. First, we compute a number of busoyessstatistics on the basis of samples
which contain quarterly data for nine European countriesife period up to 1996 (PreEMU sample)
and for the period since 1999 (EMU sample). As a control greelso consider time-series data for
non EMU-countries. Comparing results for both samples, ae T the volatility of macroeconomic
variables largely unchanged, except for 2) a significanlimke real exchange rate volatility; and 3)
a significant increase in the cross-country correlatiorutpot and other macroeconomic aggregates.
Importantly, we observe an increased comovement outsidd BMy if we include data after 2007.
These findings are subject to the caveat that longer-termlalewments triggered by the euro may not
yet be manifest in the dafalt is reassuring, however, that our findings mirror thosetlfiar period

!Gerlach and Hoffmann (2008), in contrast, report significetmanges in various measures of business cycle co-
movement. Artis and Zhang (1997) perform an early analyfiseoimplications of the European exchange rate mechanism
for business cycles correlations.

2In contrast to related studies by Collard and Dellas (20Q8)mann (2004), and Faia (2007) our focus is on the ability
of a two-country business cycle model to account for Eurnpgmesiness cycles before and under EMU. Moreover, we aim
at isolating the euro effect in historical time-series d&ar approach is thus similar to Kollmann (2005), who expéathe
ability of a business cycle model to account for businestecstatistics pertaining to the period before and after tiveaf
the Bretton-Woods system. Relative to his model, our mogl&iures a number of additional frictions and is thus able to
capture better the international co-movement of econogcemates.

3For instance, the euro may, by stimulating trade integnatibthe inter- and intraindustry level, affect the extent of



when the Bretton-Woods system has been abandoned in fae@ystem of floating exchange rates.
In an influential study, Mussa (1986) documented a dramgsigcin real exchange rate volatility in
OECD countries in the period after 1973. Baxter and Stock(®889) provide a more comprehen-
sive analysis of the data and find, in addition, evidence ssijgg a decline in the cross-country
correlations of economic activity. Importantly, they afsal that macroeconomic time series display
quite similar volatilities under and after the Bretton-Vilssystem of fixed exchange rates (see also
Flood and Rose 1995).

In a second step, we develop a two-country general equitibrinodel that allows us to isolate the
role of specific factors, such as changes in policy, the exghaate regime, and the exogenous shock
structure in accounting for this outcome. The two-countrycture draws on Chari et al. (2002), but
also distinguishes between the production of traded anetnagled goods in order to better capture
the comovement of macroeconomic aggregates across asifBiockman and Tesar 1995). As
unemployment fluctuations are a major concern regardiniméss cycle fluctuations in Europe, our
model features a non-Walrasian labor market along the liiddortensen and Pissarides (1994).
We assume that price setting is constrained by the Calvo amésim and that prices are sticky in the
buyer’s currency. All model features are fairly standard.olir knowledge, however, no attempt has
been made to calibrate such a model to specific charaatsrstiEuropean economies before and
after the introduction of the euro.

To calibrate the two-country model we use data up to 2007 fam@ny and an aggregate of the
remaining EMU countries. We disregard post-2007 data sdtd@p of the analysis, as the model is not
meant to provide a full-fledged account of the global finalresiais. We distinguish a PreEMU and an
EMU scenario by allowing fiscal and monetary policy rulesiféed according to our own estimates.
We also estimate time-invariant exogenous processesdonééogy in traded and non-traded goods
sectors, and shocks that drive a wedge in the uncoverecgtteate parity condition (Kollmann
2002). These shocks are meant to capture volatility whichrges in the foreign exchange market
unrelated to changes in fundamentals. Hence, we assumettheocur only under the PreEMU
scenario. Overall, we find that the model is able to captuggoitant aspects of the data both for
the PreEMU sample and the EMU sample. Moreover, we showhkeanbdel also accounts for key
features of post-2007 data regarding the internationalbs@ment of business cycles.

A number of interesting findings emerge from analyzing thegmission mechanism implied by the
calibrated model. First, the absence of non-fundamentiange rate shocks under EMU allows
us to match quantitatively the decline in real exchange vatatility. This is noteworthy, as our

specialization across countries and hence business gyat@r®nization in the long-run, see Krugman (1993).

“4Duarte (2003) and Monacelli (2004) have stressed the pateale of of limited exchange rate pass-through to account
for the observations by Mussa and Baxter-Stockman. Notehigexplanation has potentially important policy implic
tions: if pass-through is limited, exchange rates fail terape as automatic stabilizers thereby undermining the fmas
flexible exchange rates (Devereux and Engel 2003 and Cid2668).



estimation of shock processes is carried out independémtige simulations of the model. Sec-
ond, the exchange rate regime has a strong impact on thertissisn of shocks across countries.
Relative to PreEMU, cross-country spillovers of countpggific shocks increase substantially under
EMU, while their effect on domestic variables declines —estfhg a common monetary stance (and
a muted real exchange rate response). This change in thsrission mechanism implies two off-
setting effects on the volatility of macroeconomic aggtegand is thus difficult to detect in standard
business cycle statistics. Finally, the model predictangtrinternational comovement in response to
a common shock only if exchange rates are flexible. To thene#tat the sample period 2007-2011
is dominated by the global financial crisis — arguably a comstwock — the model thus provides an
account for why international comovement increased styoogtside EMU, but little within EMU
during that period.

The remainder of the paper is organized as follows. Secteama®yzes properties of the data. Section
3 outlines the model structure. Section 4 discusses thleratibn of the model and its performance
in accounting for key features of the data. Section 5 perforounterfactual experiments. Section 6
concludes.

2 Properties of the data

In this section we summarize properties of times seriesutpwut and its components as well as those
for the unemployment rate, inflation, and the real exchaatge Our sample includes nine European
countries, all of which introduced the euro in January 1¥€lgium, France, Finland, Germany, Ire-
land, Italy, Netherlands, Spain, and Portugal (EA9). As b group we consider seven countries
which did not adopt the euro; four European countries: Ngn&aveden, Switzerland, and the UK,
as well as three non-European countries: Canada, Japatheab®.

We consider quarterly data for two periods. First, our PréEddmple comprises data from 1985 to
1996. The starting point of the sample is motivated by thenladion that business cycle fluctuations
became more moderate from the mid-1980s onwards, see Stockatson (2005) for evidence
on the G7 countries. In order to take a possible anticipatibthe introduction of the euro into
account, we chose the end date two years before the actagibcref EMU® Regarding the EMU
sample starting in 1999, we distinguish a subsample whidls 2007Q4 (the pre-crisis EMU sample)
from the full EMU sample until 2011Q3. In all instances, webpthe HP-filter with a smoothing
parameter of 1600 in order to isolate business cycle fluictost

Identifying a euro effect on European business cycles adiestwo samples is complicated by the

SResults are not sensitive to extending the PreEMU sample Lp99.
8In applying the filter we consider data from 1970Q1 wherelatsg. A detailed description of the data sources and the
aggregation method is provided in the appendix.
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Figure 1: Output fluctuations before and under EMU. Notekd sircles and solid squares represent
EMU countries for PreEMU (1985Q1-1996Q4) vs. pre-crisisUEBample (19990Q1-2007Q4) and
PreEMU vs. full EMU sample (1999Q1-2011Q3), respectivélgnsparent circles and transparent
squares represent non-EMU countries for PreEMU vs. peiscEMU sample and PreEMU vs. full
EMU sample, respectively; statistics pertain to HP-filtedata.

rich variety of exchange rate arrangements in the decad@spthe introduction of the euro. While
exchange rates were not fully flexible during our samplequeti985-1996, the European Monetary
System was subject to considerable turbulence and the widtie targeted bands was increased to
+15% after the 1992 crisis. In addition, capital controls hadn in place up to 1990 or later for some
countries. Hence, for a set of countries there was conditteexchange rate flexibility and therefore
monetary control. To keep things manageable and yet totéstie effect of fixing exchange rates,
we distinguish among those countries which successfuliitdid exchange rate variability vis-a-vis
Germany already in the PreEMU period (Belgium, Netherlquadisl the remaining countries where
exchange rate volatility relative to Deutsche Mark was bighWe refer to the latter group as EA6:
Finland, France, Ireland, Italy, Portugal, and Spain.

Figure 1 displays the standard deviation and cross-cowatmelation of output before and under
EMU, in the left and right panel, respectively. Correla@re computed with respect to the aggregate
of the remaining countriesin each panel, the statistic for the period prior to EMU ist{gld against
the horizontal axis; the statistic for the EMU period is @otagainst the vertical axis. An item on
the 45° line indicates that for a particular country no change indtaistic can be observed. Items
above thel5° line denote an increase, while items below 45& line indicate a reduction. Statistics

’In the appendix we plot monthly percentage changes of thérmabmxchange rate for all countries.

8For each member of the EA6 group we use the aggregate of themeg eight EMU-countries. For Belgium, Nether-
lands, and Germany, instead, we only consider EA6 as a apamtdecause it is only with respect to these countriesahat
significant change in the exchange rate regime occurredesuét of the introduction of the euro. For non-EMU countries
we consider the aggregate of the remaining non-EMU counériethe corresponding counterpart.



Table 1: Cyclical properties of time series before EMU amaflEMU until crisis and today

Germany/EA6 EMU Avg Non-EMU Avg
PreEMU EMU PreEMU EMU PreEMU EMU
o7 11 o7 11 o7 11
\olatility
Std. Dev. Y 135 118 1.83 122  0/931.50 113 085 152
Std C/Std Y 0.70 058 0.34 092 081 0.6% 0.89 0.73 0.70-
Std I/Std Y 220 295 262 292 321 2098 356 431 3.80
Std GS/Std Y 099 0.76 0.52 1.02 0.88 0.62 111 1.08 0.68
Std UE/Std Y 891 6.60 3.80+ 6.84 752 5.58 7.64 8.67 7.48
Std Infl/Std Y 021 024 O0.16 0.28 041 0.26 0.36 045 0.36
Trade
Std RX/Std Y 238 0.27 0.15- 271 046 0.2% 5.03 488 3.0
Std NX/Std Y 022 024 0.17 038 043 028 026 027 0.18
Cross-Country
Corr. Y Y* 0.43 0.8% 0.94- 0.66 0.85 0.94 053 0.62 0.99
Corr.CC 0.34 068 0.51 0.56 0.¥6 0.70 0.38 025 0.73
Corr. 1 I 0.53 0.83 0.91= 0.64 0.84 0.92- 0.28 0.7% 0.90-
Corr. GS GS 0.34 -0.12 0.24 0.38 -0.09 0.26 -0.23 045 04%
Corr. UE UE 0.71 0.86 0.66 0.71 0.75 0.69 0.68 0.72 6.87
Corr. Infl Infl* 052 049 0.65 052 050 064 0.36 046 0.64

Notes: statistics are computed for time series after apgliiP-filter. PreEMU, -’07, and -'11 periods
cover 1985Q1-1996Q4, 1999Q1-2007Q4, and 1999Q1-201 &g atively.

for EMU countries are represented by solid circles (prei€fEMU sample) and squares (full EMU
sample), while those pertaining to countries in the comfrolp are represented by transparent circles
(pre-crisis EMU sample) and squares (full EMU sample).

Two observations stand out. First, relative to the pre-EMichgle, output volatility has been de-
clining somewhat prior to the crisis. Yet this observati@plées not only to EMU countries, but
also to the control group. Contrasting the full EMU sampléhwhe pre-EMU sample, instead, we
find output volatility increased somewhat. Second, reg@rdross-country correlations, we observe
an increased comovement relative to the pre-EMU samplegeHowever, while this increase can
be observed for the pre-crisis period in case of EMU coustitecan only be observed for the full
sample in case of non-EMU countries.

Table 1 provides a more comprehensive assessment of a leossib effect on European business
cycles for three groups of countries. In the left panel, werestandard deviations and correlations
for Germany relative to EA6 which we use for a quantitativalgsis of our two-country model
below. In the middle and right panel, we report averages alldEA9 countries and averages of
the non-EMU countries. In each instance, we compare businete statistics for the PreEMU and
EMU samples, distinguishing in the latter case betweenuthsdmple and a sample which excludes
the global financial crisis. We use a non-linear Wald tesveduate whether changes are significant,
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Figure 2: Real exchange rate (solid line), nominal exchaatge(dashed line), and price ratio (dashed-
dotted line) 1985-2011. Notes: the real exchange rate isuneg as the (log of) the price ratio times
the nominal exchange rate, where the price ratio is giverC®/*/C PI. Variables are defined
against EA6 for Germany and against the remaining Non-EMuhtr@s for the UK.

with one or two asterisks indicating significance at the 5%%rlevel?

In terms of macroeconomic volatility there is little sysiin change across the two sample periods
— in line with the evidence provided in figure 1. Output vdigtiincreases or falls in the EMU
sample, depending on whether observations for the crigisretuded in the sample. The same
holds for non-EMU countries. The upper panel of table 1 adgmrts the volatility of various other
macroeconomic time series relative to output. Again, itiffadlt to observe systematic changes
between the PreEMU and the EMU sample. An exception is thiingeaf the relative volatility of
consumption and government spending, which can be obstawvadn-EMU countries as well.

The second panel of table 1 reports the volatility of the ee@hange rate and the trade balance. It
turns out that while there is no systematic change in thetilipleof trade flows due to EMU, the
volatility of the real exchange rate declines strongly. dntf for our sample we find a decline by a
factor of about 10-20, depending on whether we include efasiens for the crisis. We thus confirm
for EMU the finding that the exchange rate regime is a key detemt of real exchange rate volatility.
In an influential study, Mussa (1986) documented that thealdity of real exchange rates increased
systematically in the period after 1973 relative to the #®redNoods period. Figure 2 decomposes
movements in the real exchange rate into movements of thénabexchange rate and the ratio of
price levels. It contrasts results for Germany and the UKeasexchange rates move quite closely
with nominal rates, much of its volatility disappears afté@9 in Germany?

In the bottom panel of table 1, we report cross-country datigns. In line with the evidence provided

®Details are provided the appendix.
OFor other EMU countries a similar pattern can be observeduleare available on request.



in figure 1, we find a significant increase of output correlaiounder EMU it materializes prior to
the crisis, outside the EMU it materializes only during tiisis. We also find a systematic increase
in the comovement of consumption and investment. Note, iewythat the cross-country correlation
of investment increases for non-EMU countries as well. Thegcountry correlation of government
spending falls for EMU countries but increases across ndi}Eountries. Also the average change
in the cross-country correlation of inflation is positivedasignificant.

Note that our findings mirror the observations reported byt&aand Stockman (1989) regarding
a possible change of business cycles after the breakdowre @retton-Woods system of fixed ex-
change rates. They find little change in the volatility of mesggregates — except for a strong increase
in real exchange rate volatility — but show that the croasaty correlation of economic activity was
higher under the Bretton-Woods system of fixed exchange.rateey also document a considerable
increase in the correlation of government consumptionérpibst-Bretton-Woods peridd.

3 The model

In order to provide a structural account of the data befoik warder EMU, in this section we put
forward our two-country business cycle model. The good etaskucture draws on earlier work by
Chari et al. (2002), among others. Important differencesem price-setting behavior where we
rely on the Calvo scheme and the fact that we consider a ranledrgoods sector as in Stockman and
Tesar (1995) and labor market frictions along the lines oftsltsen and Pissarides (1994).

In the following we give a formal exposition of the model, alissing in turn the problems of the
final goods firm, intermediate goods firms, the labor market,faind the representative household.
We close the model with feedback rules characterizing naopeind fiscal policy. As both countries
have isomorphic structures, we focus on the domestic ecgnican, on the ‘home’ country. When
necessary we refer to ‘foreign’ by means of an asterisk. €lagive size of the home country, i.e., its
population divided by the population of the foreign counisydenoted by:.

3.1 Final good firms

Final goodsF;, which are not traded across countries, are compositetesfmediate goods produced
by a continuum of monopolistic competitive firms in both ctiies. We usej € [0, 1] to index
intermediate good firms as well as their products and prieesl goods firms purchase domestically
produced intermediate goods;(;j), imported intermediate goodB; (), and domestically produced
non-traded goods);(j). Taking their domestic currency pricé, .(j), Pp(j), and Py .(j) as

HKollmann (2005), in contrast, focusing on an aggregate ofiay, France, and Italy on the one hand and the US on
the other, finds that the cross-country correlations of mesdro aggregates and the price level were markedly highéein
post-Bretton-Woods era relative to the Bretton-Woodsagakri



given, final good firms operate under perfect competitionepgresentative final good firm minimizes
expenditures in order to meet the demand for final goods sutojan aggregation technology. Letting
Cy, X, andG; denote consumption, investment, and government spendisgectively, and'V; a
resource loss arising from labor market frictions discddselow, the constraint of the final good
firms can be stated as follows

F, = Ci+ X +Gr+ x4
vet! [wl (fo A=) + (=) (g Buli) =) }

; S
+(1 =)t (fy M) )

e
<

wheres = (1 + ¢)~! measures the trade price elasticity of substitutiors, (1 + ¢)~! denotes the
elasticity of substitution between intermediate goodsefd¢ame type, angl= (1 + o)~ measures
the elasticity of substitution between tradeable and madeable goods. The parameterandw
are the weights of traded and imported goods in final and trgdeds, respectively. Expenditure
minimization implies that the price of final goods is given by

Ppy= [vPp' ™"+ (1 —v) Py ™77, With Pry = [wPa 77 + (1 —w) Py 7717, (2)

where 1
1 T—
Py = </ Pk7t(j)1‘€dj> forke A,B,N. (3)
0

We discuss below how prices of varietid3, ;(j), are determined. The indéxis used to denote
traded domestically produced, imported, or non-tradegrinédiate goods. Expenditure minimiza-
tion by final good firms at home and abroad gives rise to demamdidmestically produced interme-
diate goods of the tradeable typ&,(;j) and Ay (j), respectively

. PAt(j)>_6<PAt>_U (PTt>_”

A = v 222 = ) (1-w)E, 4
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Pi)\ " (Pa\ (PR
Ai(j) = v | —=2— —= —= wF}. (5)

! ( PA,t PT,t PF,t !
For non-traded goodsy;(j), we have

. PNt(j)>_E <PN1&>_77
N, = (1-— ’ 2 F;. 6
) = a0 (52 (P2 s ©

3.2 Intermediate goods firms

The production of intermediate goods is governed by thefdlig production function
Yiet(5) = Zra Kt (5) Lo (5) 7, (7)

9



where Z;, , denotes technology in sectére {A, N}. K} .(j) and Ly .(j) measure the amount of
capital and labor employed by firghin sectork, respectively. Capital and labor inputs are not firm
specific and can be adjusted freely in each period. Cost naation impliesLy .(j)/Ky:(j) =
=11 — 9)Ry+/ P+, wherePr, , and Ry, , denote the price of labor and capital, respectively—note
that only the latter is sector specific. Marginal costs avemyby
Py R
Zp09(1 — 6)1-0"

MCyy = (8)

We assume that price setting is constrained exogenouslylisceete-time version of the mechanism
suggested by Calvo (1983). Each firm has the opportunityangé its price with a given probability
1 — &. With respect to firms which produce traded intermediatalgpwe assume that prices are set
in buyer’s currency. As a result, intermediate goods predsialecision problems differ depending
on whether they produce traded or non-traded goods.
Consider first the problem of a generic firm in the non-tradeads sector. We assume that it sets its
price Py +(j), given the opportunity to readjust, in order to maximize ¢kpected discounted value
of net profits: .

max Y (Ex)' BiprapiNea1(4) [Prs(§) = MCne41] [ Prsa, 9)

1=0

subject to the demand function (6), the production funcit) and marginal costs (8)V; +1;(j)
denotes demand in period-/, given that prices have been last adjusted in petipg, ., is the pricing
kernel used to discount profits. As firms are owned by housishwole assume that ;1 ; = %
where 3, and Uc; denote the discount factor and the marginal householdyutfi consumption,
respectively. We discuss the household problem in dettibe
Traded good firms set possibly different prices for the ddim@sid foreign market. We assume that
the frequency of price adjustment is determined by the iatitin market, not by the origin of the
product. Domestic priceB4 +(j) are set in order to maximize the expected discounted valnetof
profits .

max Z (5A)l EipraiAvi1(7) [Pag(d) — MCapyt] /Prati, (10)

1=0

subject to the demand function (4), the production funcffnand marginal costs (8). Foreign prices
P} ,(j) are setto maximize the following expression

max Z (fZ)l Etpt,t-i-lAZt-H (4) [5t+lpfx,t(j) - MCA,t-H] /PF,t-i—lv (11)
1=0

subject to the demand function (5), the production func(iynand marginal costs (8§, measures
the probability that a price remains in effect in the foreigarket andS; is the nominal exchange

10



rate. Aggregate labor and capital services employed imtieernediate goods sector are given by
1 1
L= [ Le K= [ Kidi)d 12)
0 0

3.3 Households

A representative household allocates consumption experdion final goods,;, and supplies labor,
H;. Preferences are given by
- -1 HMMA-Uy)
E L — 9=t 13
0 ; Be ( T T+ (13)
Bo =1, Bir1 = B(C)Bi, B(C) = (L+¢C) ™,

where the functior(C;) ensures that the discount facfgirincreases in response to a rise in average
consumption. This effect is not internalized by the hous:kdThe parametep > 0 determines the
value of the discount factor in steady staltg.denotes the measure of workers that are unemployed.
Labor and capital are internationally immobile; housebadideach country own the capital stock.
K., and Ky, are employed in the production of intermediate traded gaodsnon-traded goods,
respectively. As in Christiano et al. (2005), we assumeitlgtostly to adjust the rate of investment.
Specifically, we assume for the law of motion for capital ickeaector

. X 2
Kk,t—i—l = (1 — 5)Kk,t + F(Xk,t7Xk,t—1), with [ = _r ( kit _ 1) ] Xkﬂg, (14)

2 \ Xk -1

wherex > 0 measures the extent of adjustment costs. Total investmx@eneditures are given by
X: = Xa+ + Xn,y. As regards international financial markets, we only allowtfade in riskless
bonds©, and®©; denominated in domestic and foreign currency, respegtifdle budget constraint
of the domestic household is therefore given by

WiH (1 —U) + RatKas + Ryt KNy + Tt — Pry(Cr + T3 + Xy)
= R;'©u1 +R71S,05,,/n— 6, — S,0] /n (15)

whereR; and R; denote domestic and foreign gross nominal interest raté$lans the wage rate.
T; measures lump-sum taxes aifigd denotes intermediate and labor market firms’ profits disediss
below. Households maximize (13) subject to (14) and (15)nRiaing the first order conditions for
domestic and foreign bond holdings gives rise to the un@alerterest rate parity (UIP) condition:
Ry = RfE;AS, 1. Empirically, failure of UIP has been widely documented. ¥verefore assume,
following Kollmann (2005), that there are disturbances{ldhocks) to this condition:

R; = RIE;AS; 1177, (16)

12The assumption of an endogenous discount factor inducésretaty of the model around a deterministic steady state,
see Schmitt-Grohé and Uribe (2003) for details.

11



wherec!” follows an exogenous process specified below. We assume&/Raghocks originate in
the foreign exchange market, giving rise to non-fundamenxizhange rate volatility as documented,
for instance, in Flood and Rose (1995). Under an alternatiterpretation, UIP shocks generate
departures from the UIP condition which reflect frictionssait from our model, as, for instance,
costly portfolio adjustment suggested by Bacchetta andNiagoop (2010).

3.4 Labor market firms

Total demand for labor by intermediate good firms is givenlpy= L4+ Ly .. Itis provided by
perfectly competitive labor market firms. Specifically, ledicm is a match between a single worker
and a single firm, which produces a “labor good” according liogar production function in hours
worked®® We consider a symmetric equilibrium where all matches prethe same amount of labor.
The final labor market good is then the aggregates of matdliedieidual workers:L, = (1—-U;) H;.
We assume a standard homogenous matching function theggd¢itee number of matchéd; to the
number of vacancie, and unemployed’;:

M, = sVrUl7Y, (17)
M, v\ Yt

_ (2 18
‘/2 Tft S<Ut> ) ( )
M, v\
- = ue,t — T ) 19
U, Tue,t S<Ut> ( )

whereV measures the matching elasticity, ani a scaling constantr;, denotes the probability
of finding a worker from the firms’ perspective,,. ; is the probability of finding a job from the
workers’ perspective. Real profits of a single fishhand the surplus of the match from the workers’
perspectivd/; are given by

PL,H, — W;H
Joo= e B fpradi, (20)
Fit
W,H, —b, 9 H™
= - E 1— f— Tue : 21
Vi Prs Uon 1+ 1 + Eiprir1(1 = f = Tuet) Vir (21)

wheref is the exogenous destruction rate of the match. Note thabargaining model productivity
and wages do not equalize. The wedge, i.e., profits of the fietermines the amount of vacancies
posted, and is described below. We draw on Hall and Milgro@®®& and Jung and Kuester (2011)
and assume that the threat point of the worker in the bamgginiocess is not given by the value of
being unemployed (standard Nash-bargaining), but by teeafalelaying bargaining for one period.
This allows us to use the static bargaining solution given by

13This setup ensures that, if we fix the unemployment rate anstaot level and shut down the labor market friction, our
model delivers the standard neoclassical labor markebmec
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19Hf B Pry
Uec, Pry

(22)

for hours worked, delivering an efficient choice of hours keat identical to the one obtained in the
neoclassical limiting case. Our labor market friction nfiesis itself in the following wage setting

equation

P ~__
Wy =QPL, + (1-Q) [1 i; + bW} . (23)

Here, Q2 denotes the bargaining power of the worker. Our setup irapghat wages are a convex
combination of productivity and the outside option. Thedats given by the saved amount of leisure
and an abstract strike valbg = bW H;, whereb € [0, 1] expresses the outside option in percentage
terms of the average (steady state) wage per Wousee Jung and Kuester (20£#)Note that, by
settingg = 0, we can reproduce cyclical properties of a Walrasian laboketavhere wages (almost)
perfectly comove with productivity and movements in the mpoyment rate are essentially shut
down. The free entry condition ensures that on average firaleemo profits when posting a new
vacancy:

X =TriEiprir1diy1, (24)

wherey are real vacancy posting costs expressed in terms of theegat®n good and are accounted
for in the total resource constraint of the economy. Findtg implied law of motion for the unem-
ployment ratd’; is given by:

U1 = U(1 — f — Tyet) + f- (25)

3.5 Market clearing, aggregation, and definitions

In equilibrium, firms and households maximize profits oritytfor given initial conditions and gov-
ernment policies (specified below). Regarding internaticasset markets, we assume that only
domestic currency bonds are traded in equilibrium. In eastios, markets clear at the level
of intermediate goods. As in Gali and Monacelli (2005), vedirte an index for aggregate out-

put in each secto¥s; = (fol E/At(j')—‘f(li]')g andYy,; = (fol YN7t(j)—€dj)g. Substituting for

“Note that we fixiW to the steady-state value, but allow the outside option toase positively with hours worked.
This enables us to reproduce a version of the static Nagialméing equation with hours worked. The main differencénto t
standard Nash-solution is the absence of a t;@ﬁfm which turns out to be small and negligible given our caliiorastrategy
but complicates the derivation. For our purpose it is endoghssume this mild form of wage rigidity supposing that the
outside option does not move one-to-one with the busineds.cin the present context, we interpbets an abstract outside
option that will be set to match the amount of unemploymetdtildy observed in the data; it may either be interpreted a
unemployment benefits or as the cost of delaying/strikimgpf@ period. This allows us to sidestep on the debate between
Hagedorn and Manovskii (2008) and Shimer (2005) and to luse#rameter to align the model and the data with respect
to matching observed unemployment volatilities.
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Yai(g) = Ac(y) + Af(j)/n andYn+(j) = Ni(j) in both expressions, using the demand functions
given by (4)-(6), gives the aggregate relationships

_ _ N 0\ 7
PAt) 0<PTt> K Py Pr, .
Y, = — — 1—w)F; + : : wE/n|,
At <PT,t Pry ( B PI*“,t P;“,t t/
P -n
Yye = (1-v) <%> F,. (26)
Ft

The aggregate production function is given by

ChaYir = Zra K7 Ly’ (27)

Py ¢
goods in each sector. As a measure for real GDP we define

where(y, ; = fol (M>_e dj provides a measure for price dispersion at the level of iméeliate

S, P*% P
Yo = Cy 4 Xy + Gy +xVi + At pr - B, (28)
Pr Pry

)

where exports and imports are defined4s = (fol A;*(j)‘%j)g and B, = (fol Bt(j)‘edj);.
respectively. Using (5) and the corresponding domestiampart to substitute fod; (j) andB;(j)
gives in aggregate terms

Pjy - Fr, K Ppy - <PTt>_n
Al =v ’ : wF, By=wv : — 1—w)FE;. 29
‘ (Pji,t> (P;“,t ! ' PI*“,t PF,t ( ) ' (29)

Finally, we define the real exchange rate and the trade taksfollows

StPEt NX, = StP:x,tA?/n — Pp By

RX,; = =
T T Pey ! P Y,

(30)

3.6 Government policies

We close the model by specifying feedback rules charaatgrinonetary and fiscal policies. Regard-
ing the latter, we assume that government spending reatagged output growth and its own past
value:

log Gy = (1 — pg)log G + pylog Gi—1 + dlog (Yi—1/Yi—2) + €41, (31)

where variables without time-subscripts refer to steadyes/alues and, ; denotes i.i.d. government
spending shocks. We assume that lump-sum taxes adjustandeathe government budget in each
period: Gy = T;. Note that while this rule is fairly simple, it strikes us asanvenient way to capture
a possible change in the endogenous conduct of fiscal p@liexconsider a response to lagged rather
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than current output growth because of decision and impl¢atien lags, see Blanchard and Perotti
(2002)1°> Monetary policy is characterized by an interest rate feekiibale of the following type

log Ry = plog Ri—1 + (1 — p)Ey [w + o log I,y 4 + ¢y log (Yi/Yi—1) + ¢p log Rf] + €+, (32)

wherell; ; = Pr.4i/Pr+ such thafll;_; 4 denotes four quarter cumulated future inflation (of final
goods). er ¢ is an i.i.d. shock to monetary policy. The coefficients, ¢, and¢, determine how
interest rates are adjusted in response to expected inflatidput growth, and foreign interest rates.
They may take different values in home and abroad. Monetaligyprules of this type have been
shown to provide a good description of monetary policy indpar, see, for instance, Clarida et al.
(1998).

4 Model simulation

We use a first-order approximation to the equilibrium cdodi around a deterministic steady state
to study the properties of the model numerically. The folloyvwsubsection provides the rationale for
the parameter values used in the simulation of the model efipgrical performance of the model is
analyzed afterwards.

4.1 Calibration

We calibrate our two-country model to capture key featufedh® German economy relative to EA6

— for the PreEMU and the EMU scenario. To pin down parametkrega we rely on estimates

of earlier studies, but also on new estimates. For this mapee use data up to 2007 only. We
distinguish three sets of parameters: 1) parameters dbawicg preferences and technologies; 2)
parameters capturing the behavior of monetary and fisc&dyp@nd 3) parameters governing the
exogenous shock processes.

Preferences and Technologies The first set of parameters is displayed in table 2; we assdete i
tical values under PreEMU and EMU because these parame&erguably ‘deep’ enough to be
invariant with respect to changes in the policy regime. Bdpper (lower) panel, we report the val-
ues of those parameters which are identical (differentyssccountries. In the right column of the
table, we report target values or sources which serve to@imdhe parameter values shown in the
left column®

We leave more sophisticated specifications—notably byideriag debt—for future research (recall that in the présen
version of the model Ricardian equivalence holds and the fiath of taxes/government debt is irrelevant for the ationa
for any given stream of government spending).

8In general equilibrium, calibration targets typically éepl on values of several parameters; nevertheless it ithss
to pin down specific parameter values by focusing on onequéati target value. Unless stated otherwise, we draw on the
OECD Economic Outlook database to compute target statistic
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Table 2: Parameter values of theoretical economy: stralcparameters

Symmetric parameters Value Calibration target / source Value

Inverse Frisch I 2.00 Domeij and Flodén (2006)

Utility weight of work Y 36.9 Hours worked steady state 0.30

Risk aversion ~ 1.00 Balanced growth

Trade price elasticity o 0.90 Heathcote and Perri (2002)

Non-traded price elast. n 0.44 Stockman and Tesar (1995)

Elast. of discount factor ) .014 K/Y 12.00
Depreciation rate ) .015 1/Y 0.186
Adjustment costs K 1.50 std{:)/std(Y:) Table 4

Price elasticity € 6.00 Markup 0.20

Capital share 0 0.34 Labor share 0.66
Government share G/Y 0.21 Government spending share 0.21
Country size home n 0.49 GDP Germany vs. EA6

Separation rate f .045 Jung and Kuhn (2010)

Bargain parameter Q 0.50 Shimer (2005)

Matching elasticity \\ 0.50 Petrongolo and Pissarides (2001)

Asymmetric parameters Germany EAG6 Calibration target / source Germany EA6
QOutside option b 0.65 0.65 std(:)/std(Yz) Table 4
Vacancy posting X 0.05 0.06 Unemployment steady state 0.075 0.096
Matching constant s 0.55 0.42 Normalizatiol /U 1.000 1.000
Weight traded goods v 0.38 0.35 Production manuf./services 0.621 0.537
Weight domestic goods w 0.85 0.90 Import & exp. share Germany 0.053 0.067
Price rigidities tradables Er 0.84 0.72 Price duration indust. goods 6.173 3.569
Price rigidities non-tradables¢ x 0.87 0.82 Price duration services 7.752 5.595

Notes: Parameters remain unchanged across simulatiansyae text for discussion of target values. Price
durations are measured in quarters. Variables without suhscript refer to steady-state values.

One period in the model corresponds to one quarter. We se®, implying a Frisch wage elasticity

of labor supply of).5, see Domeij and Flodén (2006). We getuch that hours worked in steady state
are 0.3. Furthermore, we assume that 1, consistent with balanced growth. Regarding trade price
elasticities, we set = 0.9, which corresponds to the estimate reported in Heathcat®arri (2002).
Following Stockman and Tesar (1995) we get 0.44. We target a steady-state quarterly capital-
to-output share of 12 and an average investment-to-ougpiot of 0.186 to pin down the elasticity
of the discount factot) and the depreciation rate respectively. Capital adjustment costg are

set to match the volatility of investment, reported in taslbelow (average value across countries
and scenarios). We determimesuch that the average markup is 20 percent, see Rotemberg and
Woodford (1993). We sét to match average wage shares of two thirds for Germany and'EABe
observation that government spending accounts for 21 peafeSDP on average allows us to pin
down the steady state share of government spending acgtydifhe relative size of the domestic
economyn is set to reflect the ratio of German output to EA6 output. Retigg labor markets, we set

f = 0.045 in line with estimates for firing/separation rates for Gengat quarterly frequency, see

Data for the capital-to-output ratio and the wage share biaimed from the AMECO database of the European Com-
mission.
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Jung and Kuhn (2010). Following Shimer (2005) and Petramgal Pissarides (2001), respectively,
we set the bargaining paramefeand the matching elasticity to one half.

Next, we turn to parameters which are allowed to take diffevalues in Germany and EA6 in order
to capture important heterogeneities in the labor markist,Fve determine the outside option by
targeting the unemployment volatility reported in tableeddw (average value across countries and
scenarios}® To pin down vacancy posting costs, we target the average piogment rate, which is
7.5% for Germany and.6% for EA6. Finally, we normalize the number of posted vacastiepin
down values fos.

A last set of parameters is set to determine the weight oéttaehd non-traded goods and the extent of
price rigidities. In both respects, we allow for asymmestias they are likely to impact fundamentally
on intra-European business cycles. The weight of tradedgivototal outpub is determined by the
average ratio of output in the manufacturing sector reddtivservices. This ratio is 0.62 for Germany
and 0.54 for the EA6 aggregattGiven the parameter, the shares of imports and exports in steady
state are governed hy. For the period 1985-2007, we find that German imports frond B¥erage

at 5.32 percent of GDP, while exports to EA6 average at 6.63ep¢?° We pin down price rigidities
on the basis of the frequency of price changes reported imBley al. (2006). For the traded and
non-traded goods sector, we consider data for non-enedgyginal goods and services, respectively.
Price durations are highest within the non-traded good®sat Germany and lowest in the traded
goods sector in EA6. The Calvo parametgrsaandé v are set to match average price duratidhs.

Policy rules The behavior of fiscal and monetary policy is characterizgdhe feedback rules
(31) and (32), which are allowed to differ under the PreEMW &MU scenario according to our
estimates. First, regarding the monetary policy rule, dvgwon Clarida et al. (1998), we employ a
two-stage least squares approach, using four lags of GRtiom, the short-term interest rate, the oil
price, and output growth as instruments in the first step @fptitocedure. We estimate two different
rules for Germany and EA6 for PreEMU and a common monetargyalle for EMU. While we
restrict the parameter, to be zero for Germany, we estimate it for EA6. Results arented in the
first panel of table 3. For Germany we find considerable ister@e smoothing and a fairly strong

180ur model does not suffer from a lack of volatility of unemptrent, stressed by Shimer (2005), because of sluggish
real-wage adjustment which in turn induces profits to flugtisirongly over the cycle. For details see, among others,
Hagedorn and Manovskii (2008) and Hall and Milgrom (2008).

19Source: STAN database of the OECD.

2 the medium to long term the import-to-GDP ratio is liketydepend on the nominal exchange rate regime. In fact,
following Rose (2000), the importance of the exchange reggnme for trade has been discussed by a number of authors.
During our sample period, a considerable increase in osnten be observed. We therefore experimented with differen
degrees of openness: the quantitative implications foinkss cycle dynamics turned out to be negligible. In whdofesd
we therefore assume constant valuesufandw.

2lpggregation follows Baharad and Eden (2004). We assumepitigeé durations for domestically produced traded
intermediate goods and for imports are the same within eaghtry (i.e. £ = s andéa = £3); hence there is one value
for price stickiness for each sect@r{and&y) in each country.

17



Table 3: Parameter values of theoretical economy: politssr& shock processes

PreEMU EMU
Germany EA6 Germany EA6
Monetary policy
Smoothing pr 0.75 0.64 0.71
Inflation P 2.06 0.92 1.31
Output growth Py 0.25 0.10 0.23
German interest rate PYig — 0.74 —
Variance of innovation§10~°) 1.18 2.01 5.90
Government spending
Smoothing Pg 0.59 0.99 0.53 0.84
Output growth ® -0.32  -0.06 0.06 -0.01
Variance of innovation§10~*) 1.55 0.15 0.78 0.05
UIP process
AR(1)-coeff UIP shock p'r 0.35 —
UIP shock variancel()—*) oo 1.90 —
Technology process Germany EA6 USA Common
AR(1)-coefficient
Tradables T 0.94 0.82 0.77 0.91
Non-tradables PN 0.97 0.85 0.93 —
Variance of innovationg10~*)
Tradables 1.61 0.63 0.87 0.37
Non-tradables 0.42 0.35 0.13 —

Notes: parameter values for monetary and fiscal policy feERtU and pre-crisis EMU
scenario, see main text for discussion.

response of interest rates to inflation and economic agtiwieasured by output growth. For EAB,
we find less strong responses to both variables, but a coabiéaesponse to German interest rates.
Second, regarding fiscal policy, we allow for a change in taemeters governing the rule (31)
under EMU relative to PreEMU and estimate them for both sarmpgriods by OLS? Results are
reported in the second panel of table 3 for both sample peri find quite persistent processes for
government spending for both sample periods, notably fo8.EAccording to our estimates, fiscal
policy has been conducted more countercyclically unde Ritg.?

Forcing processes In estimating the process of UIP shocks we follow Kollman@®(®). Rewriting
(16) in logs without expectations provides a measure for¢aéized deviations from UIP:

In(EY") = In(Ry) — In(R}) — In(AS¢41).

22A linear trend is included in the estimation. Note that ouedfication excludes a contemporaneous response of
government spending to output. We thus employ an identific@ssumption which is frequently made in the VAR literatur
on fiscal policy transmission, see Blanchard and Perot@Z20

BGali and Perotti (2003) fail to detect such an effect whemparing a pre-Maastricht period (1980-91) to a post-
Maastricht period which ends, however, in 2002.
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In order to extract the expected ex-ante compongfit,, we regressn(¢/F’) on its own four lags
and other variables known at tinie contemporaneous values and four lags of output, inflatod,
the interest rate — each for Germany and EA6. Next, we estimatAR(1) process on the fitted
values. Results are reported in the third panel of table 3fivdethat predictable deviations from the
uncovered interest rate parity are fairly short-lived, pamed to Kollmann’s estimate of’" = 0.5

for the US.

We assume UIP shocks to occur only under PreEMU becauseisieoecurrency trade under EMU,
as a result of which non-fundamental exchange rate vtyatibuld arise. Of course, allowing for
UIP shocks in the PreEMU scenario thus raises, all else ethulvolatility of nominal and — in
the presence of nominal rigidities — real exchange rates.sWéss, however, that our analysis is
disciplined by the estimates of the shock process obtaimgejpendently of the model. Moreover,
UIP shocks enter the decision problem of households andripect — subject to the cross-equation
restrictions implied by the equilibrium conditions — thesmess cycle statistics of the model which
we use to assess its performarte.

Regarding the technology process governing intermediabelgproduction, we assume that devia-
tions from steady state follow an AR(1) process specific th&muntry and each sector. In addition,
we allow for a common factor in the technology of the tradedds sector. Specifically, we assume
the following law of motion

Z/?,t = Pizﬁ,t_l +ef andly = p, Ty 1 + ¢y,

whereT denotes the traded-goods sector, whilepresents both the traded and the non-traded goods
sectors.T'; is the common factor, andindicates the country or area (i.e..c { ,*,US}). Asin
Gregory and Head (1999), we extract the common factor usikegraan filter. In order to control for

the rest of the world when estimating the process for the comfactor, we include sector-specific
US Solow residuals in the estimation. We use data for thestmidi sector where available (otherwise
we employ data for the manufacturing sector) as a proxy ®tiided goods sector, and the service
sector for the non-traded goods seéfoResults are reported in the last panel of table 3.

4.2 Model performance

We assess the ability of the calibrated model to accountdoofiean business cycles. Specifically, we
confront the model predictions for the PreEMU and the EMUhsci® with key features of the data

24 ubik and Schorfheide (2005) pursue an alternative styatsgjthey add an error term to the measurement equation.
This term represents exchange rate changes in additionabisvaccounted for by fundamentals. Hence, it does not impac
the equilibrium outcome, but captures model misspecificati

\We linearly detrend the log series and drop observation&&smany at the time of the reunification.
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for Germany and EAG. In case of the EMU scenario we focus oaajato 2007, as the model is not
meant to provide a full-fledged account of the global finarmiais. Nevertheless, below we show in
section 5.2 that the model can indeed account for a key asppotst-2007 data which concerns the
international comovement of business cycles.

In order to appreciate the model performance recall thaeuRgeEMU both countries are charac-
terized by distinct monetary policy rules, while under EMi@ mssume a common monetary policy.
Moreover, all shock processes — including the process fér $#locks — have not been specified in
order to target specific model predictions, but have beémattd independently of the model. Table
4 reports the model predictions and corresponding mométite alate?® In the left panel we list the
moments for Germany and EA6. The first and the second coluplicate the values for the PreEMU
and EMU period shown in table 1 as well as the correspondingemds for EA6. In the right panel
we report the corresponding statistics for the model.

In the upper two panels we focus on the volatility of macreexuic variables. In terms of abso-
lute volatility, measured by the standard deviation of atitthe model fails to predict actual output
volatility somewhat. This is perhaps unsurprising giveat tiwe consider only a limited number of
shocks. In accordance with the data, the model predicts lndeén output volatility, but the pre-
dicted delince is more moderate. In terms of relative Viitigt the model performs quite well, with
volatilities of consumption and government spending sohawverpredicted for Germany and un-
derpredicted for EA6. Note that average values for the ihbla$ of investment and unemployment
have served as a calibration target and cannot be used t&véthe model. Yet the model correctly
predicts the change in volatility for both variabfs.

In the third panel we focus on the volatility of the real excfa rate and the trade balance for Ger-
many relative to its trading partners (EA6). We find that thedel captures rather well the volatility
of the exchange rate, the absolute level both under the Pie&ihd under the (pre-crisis) EMU sce-
nario, and hence the substantial decline of volatilityniicaints to almost 80 percent according to the
model, while in the data we find a decline by almost 90 percBna large extent this result is driven
by UIP shocks which are absent under ENfUf we consider a model version without UIP shocks,
the decline of real exchange rate volatility amounts to 3@¢mt only — reflecting the difficulty of
standard business cycle models to account for real exchiategeolatility (see Lubik and Schorfheide
2005). This difficulty can be overcome if one is ready to assarhigh degree of risk aversion and a

%Tables 2 and 3 summarize the parameter values used in théasoms. In each case we draw from the assumed
distribution of shocks and generate time series of 52 ohsiens (and an additional 60 observations to initializerttoelel),
corresponding to the length of our PreEMU sample. After yipplthe HP-filter with a smoothing parameter of 1600, we
compute the moments of interest and report averages ovesislations.

2The extent of labor market frictions is crucial for the motteinatch actual unemployment fluctuations, but also affects
the propagation of shocks more generally. Consideringsivenf the model which approximates a Walrasian labor marke
we find that output volatility declines by about 20 percergsi&ts are available on request.

#Table A-2 in the appendix provides a business cycle varidecemposition.
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Table 4: Model performance

Data Model

PreEMU EMU (-'07) A PreEMU EMU A
Germany/Home
Std Y * 100 1.35 1.18 -0.17 1.00 0.97 -0.03
Std C/Std Y 0.70 0.58 -0.12 0.98 0.96 -0.02
Std I/Std Y 2.20 2.95 0.75 2.52 2.56 0.04
Std G/Std Y 0.99 0.76 -0.23 1.31 0.94 -0.37
Std U/Std Y 8.91 6.60 -2.31 9.14 8.90 -0.24
Stdx/ Std Y 0.21 0.24 0.03 0.06 0.16 0.10
EA6/Foreign
Std 'Y * 100 1.19 0.78 -0.41 0.65 0.62 -0.03
Std C/Std Y 1.00 0.95 -0.05 0.89 0.87 -0.02
Std I/Std Y 3.27 3.39 0.12 2.78 2.77 -0.00
Std G/Std Y 1.06 0.87 -0.29 0.74 0.43 -0.31
Std U/Std Y 5.22 6.18 0.96 4.82 4.98 0.16
Stdx/ Std Y 0.31 0.51 0.20 0.20 0.31 0.10
Trade
Std RX/Std Y 2.38 0.27 -2.11 2.16 0.50 -1.66
Std NX/Std Y 0.22 0.24 0.02 0.14 0.04 -0.10
Cross-country
CorrY Y™ 0.43 0.81 0.38 0.28 0.58 0.30
CorrCcC 0.34 0.68 0.34 0.23 0.69 0.46
Corr I I 0.53 0.83 0.30 0.30 0.35 0.05
CorrGG 0.34 -0.12 -0.46 0.00 0.01 0.00
Corr U U* 0.71 0.86 0.15 0.42 0.50 0.09
Corrmr™ 0.52 0.49 -0.03 0.13 0.18 0.05

Notes: statistics are computed on actual (simulated) tienes for Germany (home country)
and EAG6 (foreign country) after applying the HP-filter. Fipanel: standard deviations for
Germany/home country; second panel: EA6/foreign couritiiygl panel: standard deviation of
real exchange rate and trade balance of Germany (home gpreititive to EAG6 (foreign coun-
try); lower panel: cross-country correlation for variable Germany (home country) and EA6
(foreign country). PreEMU and EMU periods cover 1985-1986 £999—-2007, respectively.
A-column measures difference between PreEMU and EMU period.

large contribution of monetary policy shocks to businesdecfluctuations (Chari et al. 2002). In our
setup, however, the contribution of monetary policy shasksinned down by the monetary policy
rules which are estimated independently of the médtinally, regarding the third panel, we note
that the model is less successful in predicting the (chamgiesi) volatility of the trade balance.

Instead, the performance of the model in predicting crassiry correlations, shown in the lowest
panel, is quite strong. While the model does not fully prethie size of the correlation, it correctly
predicts the sign and the approximate size of the changeafdirelation, except for inflation. In this
regard our assumption of a large non-traded goods sectgs ptaimportant role in aligning theory

#|f we adopt the preference specification of Chari et al. (30@2ile maintaining the assumptions about the (estimated)
shocks processes, we still obtain a decline of exchangeoltlity by 30 percent only, although the volatility isgerally
higher. Results are available on request.

21



and evidencé?

Overall, we find that the model performs well in predicting Keatures of the data. Despite some
shortcomings in specific dimensions, the model is able to@utfor three key observations regarding
European business cycles before and under EMU (prior tortkis)c 1) the volatility of macroeco-
nomic variables is largely unchanged across the two sangleds; 2) an exception is the the real
exchange rate whose volatility is substantially reducedeunEMU; 3) there is considerable increase
in the cross-country comovement, except for governmemntdipg.

5 Understanding (changes in) European business cycles

Given that the model is able to replicate key features of #ta,doth for the PreEMU and the EMU
period, we turn to the underlying transmission mechanisnchvtrives our results. We focus first
on how the exchange rate regime alters the effects of cogpigific shocks. In a second step, we
turn to common shocks and the role of the exchange rate rdginmgernational comovement in the
context of the crisis.

5.1 The transmission of country-specific shocks

The calibrated model predicts only a mild decline of the tilia of macroeconomic aggregates,
but a strong decline of real exchange rate volatility — ire limith the evidence for EMU. Mussa
(1986), Baxter and Stockman (1989), and Flood and Rose [186%ide similar evidence for earlier
episodes. This evidence apparently conflicts with the ndtiat — if prices are sticky — the exchange
rate regime fundamentally alters the (international) graission mechanism, a notion stressed by
Friedman (1953) and maintained by OCA the®ry.

Against this background we assess the role of the exchatgeagime in the international transmis-
sion of shocks within our calibrated model. In figures 4a amavé display the responses to a shock
originating in the home countd?. The dashed lines show the responses under the PreEMU, ttie sol
lines under the EMU calibration. Horizontal axes measume tin quarters, vertical axes percentage

30t we consider a model version with only tradable goeds1 we find that the decline in the real exchange rate volatility
and the increase in the correlation is considerably dantheResults are available on request.

Duarte (2003) and Monacelli (2004) attempt to account feretpirical observations of Mussa and Baxter-Stockman
within sticky price models. Duarte assumes that prices srdgtermined in the buyer’s currency for one period such tha
demand is completely isolated from exchange rate changesa result, she finds that exchange rate volatility changes
substantially across exchange rate regimes, leaving thélitg of macroeconomic variables largely unaffectedomacelli
also highlights the role of limited exchange rate passtfiho but considers a Calvo pricing scheme. Under his baselin
calibration the exchange rate regime matters for the \ibyatif the real exchange rate, but also for the volatilitynadicroe-
conomic aggregates. Output volatility, however, is showmemain unchanged across exchange rates regimes for high
values for openness and/or trade price elasticity.

32To simplify the exposition we focus on domestic shocks. Tieces of shocks originating in the foreign economy are
not fully symmetric due to the asymmetries of the model, lategally comparable.
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Figure 4a: Shock transmission under PreEMU (dashed) and &dlid) scenario.
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Figure 4b: Shock transmission under PreEMU (dashed) and Edli¢l) scenario.

24



deviation from steady state. Note that in addition to thehexge rate regime, there are also differ-
ences in the fiscal and monetary policy rules across the sosn# turns out, however, that whether
or not countries operate a fixed exchange rate regime an@thasmmon monetary policy is the main
cause of differences in the impulse resporiSes.

We display the responses of domestic and foreign output @ndomponents (figure 4a) as well
as those of unemployment, inflation, the real exchange saie, the trade balance (figure 4b). In
addition, we display in the lower panels of figure 4b the reses of a measure for the real long-term
interest rate X). It allows us to assess the monetary policy stance and hera@eount for the role of
the exchange rate regime in the transmission mechatfism.

The response to a technology shock in the traded good secthisplayed in the first column: it
is expansionary in both countries, irrespective of the earge rate regime. Positive cross-country
spillovers can be rationalized by the decline in long-tegal rates (bottom panels of figure 4b)
— consistent with increased consumption, investment avehteally, higher output and lower un-
employment in both countries. Comparing the adjustmeneuRdeEMU and EMU, we find that
domestic shocks generate larger cross-country spillaveter EMU, while their impact on domestic
variables is reduced relative to PreEMU. To rationalize thdservation, note that domestic shocks
depreciate the real exchange rate increases), but less so, at least initially, under EMU bsedine
nominal exchange rate channel is absent and prices arg. stisla result, demand for domestic goods
increases relatively less compared to PreEMU, while denfi@nfibreign goods increases relatively
more. As a result, macroeconomic aggregates respond léssrestic technology shocks and more
to foreign technology shocks. The difference in the reahaxge rate response under both exchange
rate regimes is consistent with our measure for long-teahiméerest rates. While technology shocks
lower long-term real interest rates, they do less so unddd EEMhe domestic economy, and more so
abroad. This reflects a common monetary stance (and a mutbdrexe rate response) under EMU,
which aligns the adjustment process in both countries.

Turning to technology shocks originating in the non-trdlle@oods sector, we find that EMU has a
stronger bearing on the transmission mechanism. As witim@ogy shocks in the tradeable goods
sector, the domestic effects are expansionary irresgeofithe exchange rate regime. Yet the sign
of the effects on the foreign economy depend on the exchaatgeregime. In the PreEMU sce-
nario there are small, but negative cross-country spitleffects of a domestic shock. Under EMU,
instead, spillovers are positive and sizeable. Again,fthing can be rationalized by the common
monetary policy regime under which long-term real interatds decline in both countries in response

33Results are available on request.

345pecifically, we use the Lagrange multiplier on the houshabiget constraint as a measure for long-term real interest
rates. Abstracting from endogenous changes in the diséaciatr, it corresponds, in terms of deviations from steaedes
to the sum of future real short-term rates up to a first order@apmation of the model, see the discussion in Woodford
(2003).
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Table 5: Cross-country spillovers of technology shocks

PreEMU EMU
ALL TEC TEC* ALL TEC TEC*

Domestic

StdY*100 1.00 0.91 0.04 0.97 0.74 0.14
StdC*100 0.97 0.91 0.03 0.93 0.70 0.15
Std [ * 100 2.51 2.35 0.13 2.49 2.02 0.30
StdG*100 1.31 0.22 0.01 0.91 0.03 0.01
StdU*100 9.10 8.73 0.34 8.63 7.39 0.82
Std7 * 100 0.06 0.03 0.00 0.15 0.09 0.02
Foreign

StdY*100 0.65 0.13 0.48 0.62 0.21 0.43
StdC*100 0.58 0.09 0.42 0.54 0.19 0.33
Std | * 100 1.80 0.31 1.45 1.72 0.49 1.37
StdG*100 0.48 0.01 0.03 0.27 0.00 0.00
StdU*100 3.12 0.97 2.07 3.09 1.33 2.03
Stdn * 100 0.13 0.02 0.09 0.19 0.08 0.12

Notes: Standard deviation in percent. Column ‘ALL’ showsules under
the assumption that all shocks occur. ‘TEC’: only domestichhology
shocks; ‘TEC*": only foreign technology shocks.

to expansionary shocks in the domestic non-tradeable gseaer.

Table 5 quantifies how EMU changes cross-country spilloeétechnology shocks. It reports the
standard deviations of macroeconomic variables underNPeHeft panel) and under EMU (right
panel). In both cases we report the standard deviatiorhiéedll shocks (‘ALL’), only domestic tech-
nology shocks (‘TEC"), or only foreign technology shockBEC*") occur. Under PreEMU, domestic
variables are to a large extent driven by domestic techiyadbgcks. Reflecting increased spillovers,
the importance of domestic shocks decreases under EMUe wioke of foreign shocks increases
considerably. Given that technology shocks are the maincsaef business cycle fluctuations (see
table A-2 in the appendix), our results provide an explamefibr the empirical observation whereby
there is little change of macroeconomic volatility under BMvhile at the same time international
comovement increases substantially.

The effect of EMU on the transmission of non-technology &isas also non-negligible, although
less consequential for business cycle statistics. Thetefté a contractionary monetary policy shock
are displayed in the third column of figure 4. An immediate=efffof the shock is the increase in
the domestic long-term real interest rate because of ndmaidities. Output and its components
contract, inflation declines. In the PreEMU scenario thiihs in a strong appreciation of the real
exchange rate on impact. Under EMU the adjustment processris symmetric, because in this case
a domestic monetary policy shock corresponds to a unior-glishck.

The responses to domestic government spending shocks &nshidtks are displayed in the fourth
and fifth column of figure 4, respectively. An increase in goweent spending tends to increase
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domestic output and to lower domestic consumption and imexst. The effect on foreign output is
quite contained, but changes sign under EMU. UIP shocksramdy under PreEMU. They depre-
ciate the real exchange rate and induce a strong negativevernent of macroeconomic aggregates
across countries.

5.2 The transmission of a global shock

The model provides an account for why under EMU there ilitthange in overall volatility, but

a strong increase in cross-country correlations. Thes&eyrdeatures of the data documented in
section 2 above. However, international comovement irsggalso strongly outside EMU once data
up to 2011 are included in the sample. Within EMU the incréeas®amovement during that period
is instead limited. Presumably, the sample period 2007+29tHominated by the global financial
crisis. While a full-fledged analysis of the sources and the(national) transmission of the crisis
are beyond the scope of the paper, the observations regandémnational comovement can indeed
be rationalized within the model.

To do so, we show how the exchange rate regime alters thentissien of a global shock. Specif-
ically, we consider a common negative technology shock,itha simultaneous decline of produc-
tivity levels in the tradeable-goods sector in both cowstri We assume that the shock is serially
uncorrelated, such that an effect of the shock beyond thacigeriod is purely the result of endoge-
nous shock propagation. This specification is meant to captwalbeit in a stylized manner — the
global nature of the financial crists. Figure 5 displays impulse responses in home (solid line) and
foreign (dashed line). The upper (lower) panels show thastdjent under flexible exchange rates
(EMU).%® Horizontal axes measure quarters, vertical axes percedeagations from steady state.
The adjustment to the global shock differs substantiallps& exchange rate regimes. This reflects
asymmetries across countries, as fully symmetric couirieuld respond identically to a global
shock, irrespective of the exchange rate regime. The egehate regime matters in case of asymme-
tries, however, as monetary policy can respond to counttegific developments only under flexible
exchange rates. This case is displayed in the upper panigdsiog 5. Initially, a negative technology
shock exerts upward pressure on prices, as marginal cestdlitie extent of this pressure depends on
the structure of the economy. Specifically, prices respoaceratrongly in the foreign country (third
panel), where they are adjusted more frequetitiis a result, monetary policy responds more ag-

%|ndeed, Chari et al. (2007) show that time-varying finandifgions which distort the allocation of intermediate g
imply an inefficiency isomorphic to an aggregate produttighock. Nevertheless, our analysis of a negative common
technology shock is an admittedly imperfect substituteafdetailed analysis of the global financial crisis. In oumyisuch
an analysis would also feature a banking sector, as, faangst in Kollmann et al. (2011).

%In case of flexible exchange rates, we assume that the myratdrfiscal policy rules in place are the same as under
EMU, but one independent monetary policy rule for each aguriResults for the PreEMU scenario, however, look very
similar.

370ther asymmetries across countries matter less for thereliffial impact of the shock.
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Figure 5: Effect of global, negative, and serially uncatetl technology shock on home (solid lines)
and foreign (dashed lines); upper panels show responseodmterfactual with flexible exchange
rates, lower panel for EMU scenario.

gressively (right panel) and foreign experiences a shatpeline in activity. This induces a deflation
in the quarters following the shock. The labor market getesrturther internal propagation.

In the EMU scenario (displayed in second row), monetaryggatannot respond to country-specific
developments. The monetary stance will therefore be velgtexpansionary in home and relatively
contractionary at foreign. As a result the negative globakk is only contractionary in foreign, but
has a mildly expansionary effect in home.

Overall, the model thus predicts that the exchange ratenegiatters a great deal for how asymmet-
ric countries respond to shocks. In response to a globatiregachnology shock we find a relatively
synchronized downturn, if countries operate a flexible exgfe rate regime. Under a common mon-
etary policy (EMU), however, we find that the same shock ex@itontraction in one country, while
inducing a mild expansion in the other. The model can thus@atc- in a stylized manner — for the
increased comovement outside EMU during the crisis peead,the absence thereof within EMU.
In our view, the mechanism identified here is likely to havaypld some role for the heterogenous
macroeconomic performance in the euro area following ttséscialthough we leave an analysis of a
full-blown crisis scenario for future research.

6 Conclusion

Has the euro changed the European business cycle? On theandedhanges are likely if price
rigidities are non-negligible and, hence, the nominal exge rate regime is non-neutral in the short
run — the maintained hypothesis of OCA theory. On the othadhaarlier research suggests that
the volatility of macroeconomic variables does not diffgstematically across exchange rate regimes
(Baxter and Stockman 1989, Flood and Rose 1995). Agairssb#ukground, we address the question
empirically and within a structural business cycle model.

In a first step, we document that changes in standard busipelesstatistics related to the euro appear
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to be limited. Specifically, three findings emerge from anilg European time-series data relative
to a sample of non-EMU countries and comparing the perio8549996 and 1999-2011. First, the
volatility of macroeconomic aggregates is largely unctethgxcept for — our second finding — a sub-
stantial decline in the volatility of real exchange ratekird, the cross-country correlations of output
and most macroeconomic economic time series increasel®89. This increased comovement,
however, can also be observed for countries outside EMU iovesider data after 2007.

In a second step, we develop and calibrate a two-countryrgeeguilibrium model to data for Ger-
many and EA6 (an aggregate comprising Finland, Francegrdelltaly, Portugal, and Spain). We
find that the model performs quite well in predicting key teas of the data, both for the PreEMU
sample and for EMU. It also generates predictions in lindwhie three findings above, suggesting
the following explanations. First, the absence of shockfi¢gonominal exchange rate accounts for
most of the decline of real exchange rate volatility underl"EMhe increased comovement within
EMU, in turn, is due to increased cross-country spilloveérsauntry-specific shocks. At the same
time these shocks affect domestic economies less stronglgrieMU.

As these changes have largely off-setting effects on thatilio} of macroeconomic variables, they
cannot be easily detected in unconditional time-series. dd¢vertheless, these changes have poten-
tially important implications for economic policy, as EMUember countries have become consid-
erably more exposed to economic fluctuations originatingtier member countries. Moreover, as
illustrated by our last experiment, EMU induces a heterogemdjustment to common shocks, while
a more synchronized development can be observed under@exibhange rates. To the extent that
the global financial crisis represents a common shock, odimfinmay rationalize the observation
that during the sample period 2008-2011 comovement inedessongly outside EMU, but much
less so within EMU.
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Appendix

A Further tables and figures
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Figure A-1: Nominal exchange rate vis-a-vis Germany 12808: monthly percentage change.
Source: Bundesbank; gray area indicates periods withigjactipital controls in place, see Eichen-
green (1997), p. 158.
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FI GE IR T POR SP BE NE
Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU]

n
Py

Std.Dev.Y 274 248 | 1.03 114 135 183 | 192 250| 095  1.45| 208 = 121 | 138 132 101 123|095 = 1.55
.52 0.45 0.12 0.14 0.22 0.26 0.36 0.34 0.13 0.22 0.19 0.08 0.14 0.21 0.11 0.16 0.09 0.19
StdC/StdY 096 = 057 | 078  056| 070 = 034| 067 = 111| 1.27 = 065| 084  1.06| 1.06 118 090 = 043|113 = 0.65
0.08 0.03 0.10 0.06 0.08 0.07 0.10 0.08 0.17 0.07 0.13 0.13 0.12 0.07 0.15 0.07 0.11 0.07
stdlistdy 372 ~235| 320  324| 220 262| 375 493|NaN NaN|NaN NaN | NaN NaN | 444 317 (406 348
0.23 0.19 0.27 0.22 0.15 0.16 0.76 0.75 NaN NaN NaN NaN NaN NaN 0.77 0.37 0.60 0.31
StdGS/StdY 082 044 | 074 -045| 099 -052| 198 1.60| 1.26 = 043 | 090 1.19| 1.25 099 090 062 (089  1.12
0.19 0.10 0.12 0.07 0.18 0.08 0.59 0.26 0.26 0.11 0.16 0.22 0.17 0.26 0.18 0.14 0.18 0.24
StdUE/StdY 622 = 298| 469  604| 892 = 380| 346 = 567| 568 387| 630 830| 613 = 902 761 659985 10.13
0.62 0.26 0.60 0.81 1.04 0.79 0.29 0.53 1.08 0.64 0.70 0.73 0.51 0.87 0.94 1.14 1.45 1.54
Stdinf/StdY 013  017| 024  026| 021  016| 021  034| 032 -016| 032 032| 043 -070| 032 035]030 - 0.17
0.03 0.02 0.06 0.03 0.03 0.03 0.05 0.07 0.07 0.02 0.05 0.05 0.07 0.09 0.06 0.03 0.05 0.02
StARX/StdY 233 « 024 | 134 = 028 238 = 015| 129 »059| 502 = 026| 1.46 = 040 | 263 = 0.44| 198 = 034 (318 = 0.38
0.45 0.06 0.33 0.05 0.38 0.03 0.32 0.08 1.25 0.07 0.27 0.05 0.28 0.06 0.41 0.06 0.45 0.05
StANX/StdY 024  024| 022 020 022 017| 073  063| 059 = 021| 091 084| 046 043| 082  095(037 028
0.04 0.06 0.04 0.03 0.05 0.02 0.16 0.07 0.10 0.04 0.17 0.12 0.07 0.06 0.13 0.14 0.06 0.04
Com.YY* 034 ~094| 08  096| 043 =~ 094| 076 086| 0.68 +095| 081 075| 079 090 094 094|064 -0091
0.18 0.10 0.07 0.10 0.17 0.09 0.06 0.06 0.07 0.10 0.03 0.03 0.06 0.09 0.07 0.09 0.11 0.08
Com.CC 029 053] 063 08| 034 051| 049 =~ 081| 070 083| 064 057| 08 081 | 071 058|047 0.62
0.14 0.13 0.09 0.05 0.14 0.12 0.09 0.06 0.06 0.05 0.10 0.10 0.05 0.06 0.06 0.09 0.12 0.13
Corr. | I 060 +087| 084  097| 053 = 091| 067 063|NaN NaN|NaN NaN| NaN NaN| 087  085]029 = 0.87
0.10 0.07 0.05 0.08 0.11 0.07 0.06 0.08 NaN NaN NaN NaN NaN NaN 0.08 0.05 0.16 0.06
Com.GSGS 006 —0.07| 054  020| 034 024|—001 -048| 054 0.16| 028 034| 019 058| 035 030[008 033
0.19 0.13 0.11 0.21 0.14 0.14 0.20 0.14 0.11 0.17 0.18 0.16 0.19 0.09 0.14 0.15 0.14 0.15
Com.UEUE 055 0.80| 082  083| 071 066| 072 077| 051 069| 062 056| 085 +«049| 092 078(069 0.72
0.16 0.05 0.07 0.04 0.10 0.07 0.11 0.06 0.13 0.09 0.05 0.1 0.07 0.13 0.08 0.06 0.06 0.08
Corr. InflInfl* 039 - 073| 063  074| 052 065| 041 -069| 063 076| 062 048| 016 035| 073 080|040  0.39
0.16 0.07 0.08 0.04 0.09 0.07 0.09 0.06 0.10 0.06 0.09 0.11 0.19 0.10 0.05 0.07 0.14 0.07
CA CH JAP NOR SWE UK us Non-EMU Avg.  EMU Avg.
Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU| Pre EMU]
Std.Dev.Y 156 122 LI8 129 | 140 187 152 - 108| 146 212 | 142 144 093 - 145| 113 152|121  1.50
.16 0.21 0.23 0.15 0.16 0.35 0.18 0.13 0.29 0.39 0.19 0.32 0.11 0.22 0.09 0.24 0.11 0.20
StdC/StdY 076  065| 054 042 072 = 046 | 139  122| 1.06 = 056 | 1.24 = 075| 090  0.78 | 089 = 0.70|092 = 0.61
0.06 0.14 0.12 0.09 0.08 0.03 0.22 0.10 0.17 0.08 0.11 0.03 0.08 0.04 0.04 0.03 0.07 0.05
Stdl/stdY 325 421 | NaN  NaN| 328 246| 48  644| 565 = 320| 418 370 | 351 420 356 380 (292 298
0.31 0.39 NaN NaN 0.35 0.30 0.66 0.55 0.44 0.27 0.50 0.33 0.36 0.29 0.19 0.26 0.14 0.15
StdGS/StdY 072  062| 129 092 127 = 059| 126 145| 061 042| 091 071 | 113 069 111 =-068[1.02 = 0.62
0.11 0.13 0.24 0.12 0.22 0.09 0.18 0.22 0.14 0.11 0.14 0.15 0.23 0.13 0.16 0.10 0.09 0.09
StdUE/StdY 536 640 | 2491 = 10.09 | 413 376 | 1073 1220 | 1350 = 4.92| 672 =~ 387 | 853  935| 764 748|684 558
0.31 0.50 2.30 1.47 0.39 0.42 1.12 1.38 1.74 0.86 0.99 0.40 1.19 0.87 0.73 0.63 0.53 0.53
Stdinf/StdY 029 051 | 032  0.26| 029 = 017| 026 = 0.60| 048 = 020| 059 035| 034 042 036 036[028  0.26
0.06 0.11 0.06 0.03 0.04 0.02 0.04 0.11 0.10 0.03 0.12 0.07 0.07 0.10 0.05 0.07 0.04 0.02
StdRX/StdY 242 381 | 601 348 | 711 = 326| 196 -349| 384 -215| 386 314 | 4384  290| 504 «3.05|271 = 0.27
0.37 0.66 1.41 0.51 1.05 0.60 0.37 0.60 0.62 0.51 0.68 0.49 1.19 0.41 0.91 0.38 0.41 0.04
StANX/StdY 045 = 087 | 029  03235| 024 013| 121 123| 042 023| 034 019| 021 = 011 026 =-018[038 - 0.28
0.07 0.13 0.07 0.03 0.05 0.01 0.16 0.21 0.10 0.05 0.07 0.04 0.03 0.01 0.03 0.02 0.04 0.03
Com.YY* 083 091| 053  078| 000 = 083|—017 = 065| 0.64 090| 0.69 088| 067 +«093| 053 = 090|066 -0.94
0.04 0.10 0.14 0.06 0.20 0.08 0.22 0.09 0.09 0.10 0.09 0.10 0.08 0.10 0.08 0.09 0.06 0.09
Com.CC 079 071| 028  036|-013 = 0.62|—022 = 0.81| 035 +«085| 058 084| 049 -0.76| 038 = 0.73[0.56  0.70
0.06 0.06 0.24 0.09 0.19 0.11 0.18 0.07 0.20 0.08 0.12 0.06 0.09 0.07 0.09 0.05 0.05 0.06
Corr. | I* 055 +095|NaN  NaN| 001 = 0.83| 005 = 063| 037 = 090| 072 080| 028 = 093| 028 = 090|064 = 0.92
0.14 0.11 NaN NaN 0.23 0.07 0.18 0.12 0.14 0.08 0.10 0.06 0.18 0.10 0.16 0.08 0.05 0.07
Com.GSGS 012 +060| 001  036|-052 = 028| 021  026| 049 026| 027 008 |—028 = 0.60| —0.23 = 047 (038  0.26
0.21 0.12 0.17 0.14 0.10 0.18 0.17 0.11 0.10 0.14 0.20 0.15 0.16 0.10 0.13 0.09 0.08 0.12
Com.UEUE 092 093| 088 - 0.56|—0.09 = 082|—029 =~ 0.68| 0.86 073| 086 067 | 0.89 093] 068 =-087(071  0.69
0.08 0.08 0.09 0.13 0.25 0.06 0.19 0.09 0.07 0.08 0.08 0.09 0.08 0.08 0.08 0.06 0.04 0.05
Corr. InflInf* 030 = 0.68| 052  0.73| 035 051 |—0.04 -032| 026 = 072| 009 037| 042 072 036 =-0.64[052 = 0.64
.13 0.05 0.10 0.06 0.16 0.08 0.14 0.07 0.13 0.05 0.10 0.11 0.15 0.06 0.11 0.03 0.04 0.03

Table A-1:For GE, NE, and BE: relative variables are towards EA6. Otloentries: relative variables are towards (remaining) EFigne period: 1985Q1-2011Q3. Time-
varying (4 quarters rolling window) trade shares were usageights. All variables are expressed in logs (except IrdiMX) and HP-filtered from 1970Q1-2011Q3. Standard
errors are given in small fonts. Asterisks denote 5% and Hifsiant differences. Averages are weighted with longf&P-adjusted GDP.



Table A-2: Theoretical moments: sources of fluctuations

PreEMU EMU

ALL TEC MON GOV ulP ALL TEC MON GOV
Domestic
Std Y * 100 1.00 0.96 0.16 0.19 0.12 0.97 0.81 0.51 0.15
Std C/Std Y 0.98 1.00 1.17 0.43 0.17 0.96 0.94 1.05 0.25
Std I/Std Y 2.52 2.61 2.00 0.81 0.43 2.56 271 2.28 0.63
Std G/Std Y 131 0.25 0.32 6.70 0.36 0.94 0.04 0.06 5.92
Std U/Std Y 9.14 9.49 5.93 1.28 0.36 8.90 9.63 7.41 1.40
Stdn/ Std Y 0.06 0.04 0.21 0.10 0.05 0.16 0.12 0.23 0.10
Foreign
Std 'Y * 100 0.65 0.60 0.19 0.03 0.09 0.62 0.56 0.23 0.03
Std C/Std Y 0.89 0.85 1.17 4.49 0.12 0.87 0.80 1.22 0.91
Std I/std Y 2.78 2.89 1.83 2.57 0.24 2.77 2.95 1.50 2.35
Std G/Std Y 0.74 0.06 0.06 16.99 0.06 0.43 0.01 0.01 8.42
Std U/Std Y 4.82 4.99 3.46 7.40 0.74 4.98 5.32 2.39 2.46
Stdn/ Std Y 0.20 0.16 0.46 0.23 0.21 0.31 0.27 0.50 0.31
Trade
Std RX/Std Y 2.16 0.67 1.53 0.18 17.10 0.50 0.57 0.24 0.14
StdNX/StdY  0.14 0.04 0.05 0.09 1.12 0.04 0.04 0.04 0.08
Cross-country
CorrYY* 0.28 0.32 0.11 -0.36  -1.00 0.58 0.53 0.87 -0.10
CorrCC 0.23 0.24 0.08 0.20 -0.96 0.69 0.59 0.90 0.58
Corr I I* 0.30 0.27 0.14 0.96 -0.98 0.35 0.32 0.79 0.07
CorrG G 0.00 0.20 0.08 -0.00 -0.87 0.01 -057 -1.00 -0.00
Corr U U* 0.42 0.41 0.20 -0.26  -0.92 0.50 0.51 0.75 -0.38
Corrrm™ 0.13 0.02 0.36 -0.56  -1.00 0.18 -0.55 0.94 0.49

Notes: for computation of statistics see table 4. ColumnL’Adhows results under the assumption that
all shocks occur. ‘TEC’: only technology shocks; ‘MON’: gnhonetary policy shocks; ‘GOV’: only
government spending shocks; ‘UIP’: only UIP shocks. UlPciisaare absent under EMU.

B Data sources and issues
B.1 Sources

Data are taken from the OECD Economic Outlook, the Main Eatindndicators, Monthly Statis-
tics of International Trade, and the Quarterly National durts databases, all available from the
‘SourceOECD’ collection. We also use the OECD STAN datalfasstructural analysis and the
AMECO database of the European Commission DG ECFIN.

For Canada, Finland, France, Germany (Western Germanyeb&f91), Ireland, Italy, Norway,
Japan, Portugal, Spain, Sweden, Switzerland, the Unitagdtm, and the United States, we take
the following series from the Economic Outlook: ‘Gross datieeproduct - volume - market prices’;
‘Private final consumption expenditure - volume’; ‘Privattal fixed capital formation - volume’;
‘Government final consumption expenditure - volume’; 'Goweent gross fixed capital formation -
volume’; ‘Consumer price index’; ‘Unemployment rate’; ‘Blxange rate’; ‘Gross domestic product
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- volume - at 2000 PPP - USD’; ‘Interest Rate, ShortTerm’; @& crude oil import price - CIF -
USD per barrel’; ‘Total trade in value by partner countrieslote that government spending is de-
fined as the sum of government investment and consumptiorevelaga on government investment
is available®®

For the same countries we obtain the following series frommSMAN database: ‘Production (gross
output), volumes’ as well as ‘Production (gross outputjrent prices’ in ‘Manufacturing’ and ‘Total
services’; and the following series from from the AMECO dxtse: ‘Net capital stock per unit of
gross domestic product at constant market prices: Capitplbratio: total economy (AKNDV)’ and
'Adjusted wage share: total economy: as percentage of GRretnt factor cost (Compensation
per employee as percentage of GDP at factor cost per perguoyad.) (ALCD2)'.

The computation of Solow residuals is based on labor inpoly @s the capital stock adjusts only
very little at high frequency and data on the capital stockas generally available). We obtain
the following series from the OECD Main Economic Indicato®roduction of total industry sa’;
‘Civilian employment: industry including construction’ §&vhere not available—GE, FR, and IR—
series for ‘Production in total manufacturing sa’ and “Wigehkours worked (paid): manufacturing’
or ‘Employees: manufacturing sa’ and ‘Civilian employmeservices sa’. Where available, data for
(Output of) ‘Services’ are from the OECD Quarterly NatioAatounts. We only consider data up to
2006Q4, because the German labor series ends at that dasds®iaclude a dummy at the time of
the re-unification in equation for Germany.

B.2 Foreign aggregate and parameter values

In order to avoid national basis effects, we construct tls¢ oéthe world series, i.e., the ‘foreign’
country for each ‘home’ country considered, by first calin@quarterly growth rates and then ag-
gregating the weighted series. German growth rates are@#shan growth rates until 19900Q4, and
unified Germany’s growth rates from 1991Q1 onwards. Weightscalculated as the time-varying
percentage shares of trade (imports+exports) with theesdisge country (lagged four quarter rolling
window).

The aggregated growth rates are then cumulated from theatiaed base year in order to transform
the series into levels. Relative variables are specific éodbuntry under consideration and the
foreign-country aggregate. For example, the real excheatgds constructed using the correspond-
ing data on exchange rates and the CPIs of the specific caamdrthe countries forming the foreign
aggregate.

%The series for UK investment (private and public) was aejdior the unusual transfer of nuclear reactors from the
British Nuclear Fuels plc to the Nuclear Decommissioninghuity in April 2005, see National Statistics (2006) fotaiés.
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Concerning the values for the labor share, the capitalitptd ratio, and the price durations, the av-
erages of the above mentioned time-varying trade weights used as weights. These weights were
adjusted for the fact that data for Ireland is missing in thseoof price durations. The average capital-
to-output ratio, the labor share, and government spendiag@DP were calculated by aggregating
the two long-run averages for Germany and EA6 using aver®fedeljusted GDP weights, yielding
values of 11.99, 0.66, and 0.21 respectively. We computawbeage of the ratio manufacturing rela-
tive to services output using the averages of time-varyiagg weights (adjusted for the missing data
for Portugal, Spain, and Ireland).

B.3 Filtering

We generally apply the HP-filter with a smoothing paramefelr6®0 to the time series data, before
computing statistics of interest. We apply the filter frora #arliest available period (1970) until the
end of the samples to remove the trend. We follow the samepapprto compute the output gap.
Note that data used in the estimation of the Taylor rule iditteted. Since the calculation of the UIP
shocks relies on forecasts based on data available in eaicldl piirst differences were used instead
of the two-sided HP-filter to remove trends.

B.4 Wald test

In section 2, we use a non-linear Wald test to evaluate whetf@nges in business cycle statistics are
significant. The test statistic of the Wald test is given by

W = [r(b) — ' {RO)VE (1)} ' [r(b0) —a] ~ X*(1),

with b being a vector of variances of the original variables. Thacfion r(b) maps these
variances into the statistic of interest, for examplel(Cpyir)/Std(Yemu) — Std(Cprepmu)/
Std(Yprepmu). The derivativeR(b) is defined a®r(b)/db. Finally, V is the estimated variance-
covariance matrix ob, i.e., the variances and covariances of the included vegmnWe estimat&’
employing the Newey-West adjustment for autocorrelatiot laeteroscedasticity using a lag length
of T'/4, with T being the sample length.

34



References

Artis, M. J. and Zhang, W. (1997). International businesdey and the erm: Is there a european
business cyclemternational Journal of Finance & Economic2(1):1-16.

Bacchetta, P. and van Wincoop, E. (2010). Infrequent pasttiecisions: A solution to the forward
discount puzzleAmerican Economic Revig@00:837-869.

Baharad, E. and Eden, B. (2004). Price rigidity and pricpelision: Evidence from micro data.
Review of Economic Dynamic&613—-641.

Baxter, M. and Stockman, A. C. (1989). Business cycles aagxchange-rate regime: some inter-
national evidenceJournal of Monetary Economic23:377-400.

Blanchard, O. and Perotti, R. (2002). An empirical chandzation of the dynamic effects of changes
in government spending and taxes on out@uarterly Journal of Economi¢d417(4):1329-1368.

Calvo, G. (1983). Staggered prices in a utility maximizimgniework. Journal of Monetary Eco-
nomics 12:383-398.

Canova, F., Ciccarelli, M., and Ortega, E. (2007). Simii@siand convergence in G-7 cycldsurnal
of Monetary Economi¢$4:850-878.

Canova, F., Ciccarelli, M., and Ortega, E. (2012). Do in$itinal changes affect business cycles?
Evidence from Europelournal of Economic Dynamics and Contr8b(10):1520-1533.

Chari, V. V., Kehoe, P. J., and McGrattan, E. R. (2002). Cakgprice models generate volatile and
persistent real exchange raté@view of Economic Studie89:533-563.

Chari, V. V., Kehoe, P. J., and McGrattan, E. R. (2007). Besincycle accounting=zconometrica
75:781-836.

Christiano, L. J., Eichenbaum, M., and Evans, C. (2005). Matmigidities and the dynamic effects
of a shock to monetary policjlournal of Political Economy113(1):1-45.

Clarida, R., Gali, J., and Gertler, M. (1998). Monetaryipotules in practice some international
evidence European Economic Review?2:1033-1067.

Collard, F. and Dellas, H. (2002). Exchange rate systemsrautoeconomics stabilityJournal of
Monetary Economicgt9:571-599.

Corsetti, G. (2008). A modern reconsideration of the thedigptimum currency areas. mimeo EUI.

35



Del Negro, M. and Otrok, C. (2008). Dynamic factor modelswime-varying parameters: mea-
suring changes in international business cycles. StafbRg326, Federal Reserve Bank of New
York.

Devereux, M. B. and Engel, C. (2003). Monetary policy in tipeim economy revisited: Price setting
and exchange-rate flexibilityReview of Economic Studie&):765—783.

Dhyne, E. Alvarez, L. J., Bihan, H. L., Veronese, G., Dias, D., Hoffmad., Jonker, N., Luinnemann,
P., Rumler, F., and Vilmunen, J. (2006). Price changes ietine area and the United States: Some
facts from individual consumer price datiurnal of Economic Perspective(2):171-192.

Domeij, D. and Flodén, M. (2006). The labor-supply elastiand borrowing constraints: Why
estimates are biaseReview of Economic Dynamic(2):242—262.

Duarte, M. (2003). Why don’t macroeconomic quantities oegpto exchange rate variabilityJdur-
nal of Monetary Economi¢c$0:889-913.

Eichengreen, B. (1997uropean Monetary UnificationThe MIT Press.

Faia, E. (2007). Financial differences and business cyzi@avements in a currency aredournal
of Money, Credit, and Bankin@9(1):151-185.

Flood, P. R. and Rose, A. K. (1995). Fixing exchange ratesrtéal quest for fundamentaldournal
of Monetary Economi¢$6:3—-37.

Friedman, M. (1953). The case for flexible exchange rateEshays in Positive Economiddniver-
sity of Chicago Press.

Gali, J. and Monacelli, T. (2005). Monetary policy and exche rate volatility in a small open
economy.Review of Economic Studie&:707—-734.

Gali, J. and Perotti, R. (2003). Fiscal policy and monetatggration in Europe Economic Policy
18:533-572.

Gerlach, S. and Hoffmann, M. (2008). The impact of the eurmternational stability and volatility.
European Commission Economic Papers 309.

Giannone, D., Lenza, M., and Reichlin, L. (2009). Businegdes in the euro area. In Alesina, A.
and Giavazzi, F., editor§urope and the Eurgages 141-167. University of Chicago Press.

Gregory, A. W. and Head, A. C. (1999). Common and countnciigefluctuations in productivity,
investment and the current accoudournal of Monetary Economicd4:423-451.

36



Hagedorn, M. and Manovskii, I. (2008). The cyclical behawb equilibrium unemployment and
vacancies revisitedAmerican Economic Revie®8(4):1692—-1706.

Hall, R. E. and Milgrom, P. R. (2008). The limited influenceusfemployment on the wage bargain.
American Economic Revie®8(4):1653-1674.

Heathcote, J. and Perri, F. (2002). Financial autarky ateinational business cyclesournal of
Monetary Economicst9:601-627.

Jung, P. and Kuester, K. (2011). The (un)importance of um@ynpent fluctuations for welfare.
Journal of Economic Dynamics and Contr8b:1744-1768.

Jung, P. and Kuhn, M. (2010). The era of the U.S.-Europe latayket divide: What can we learn?
Working paper.

Kenen, P. (1969). The theory of optimum currency areas: é&c#c view. In Mundell, R. and
Swoboda, A., editor®2roblems of the international econonyambridge University Press.

Kollmann, R. (2002). Monetary policy rules in the open eaogo Effects on welfare and business
cylces.Journal of Monetary Economic49:989-1015.

Kollmann, R. (2004). Welfare effects of a monetary uniore ttble of trade opennesdournal of the
European Economic Associatio?(2-3):289-301.

Kollmann, R. (2005). Macroeconomic effects of nominal exude rate regimes: new insights into
the role of price dynamicslournal of International Money and Financ24:275-292.

Kollmann, R., Enders, Z., and Muller, G. (2011). Global ksuand international business cycles.
European Economic Revied5:407-426.

Krugman, P. (1993). Lessons of Massachusetts for EMU. In&zid, F. and Torres, F., editorBhe
transition to Economic and Monetary Union in Eurggeages 241-261. Cambridge University
Press.

Lubik, T. and Schorfheide, F. (2005). A bayesian look at n@&roeconomy macroeconomics. In
Gertler, M. and Rogoff, K., editor&yBER Macroeconomics Annual 2005, Volume2dges 313—
366. MIT Press, Cambridge MA.

McKinnon, R. I. (1963). Optimum currency areasmerican Economic Review3:717-725.

Monacelli, T. (2004). Into the Mussa puzzle: monetary pofiegimes and the real exchange rate in
a small open economyournal of International Economi¢c$2:191-217.

37



Mortensen, D. and Pissarides, C. (1994). Job creation dndgstruction in the theory of unemploy-
ment. Review of Economic Studje&l(3):397—-415.

Mundell, R. (1961). A theory of optimum currency are@snerican Economic Reviewl(4):657—
665.

Mussa, M. (1986). Nominal exchange rate regimes and thevimeta real exchange rates: evidence
and implications Carnegie-Rochester Conference Series on Public Palisyl17-214.

National Statistics (2006). Business investment. Rewigsdlts - 3rd quarter 2006.

Petrongolo, B. and Pissarides, C. A. (2001). Looking inoltkack box: A survey of the matching
function. Journal of Economic Literature2001(2):390-431.

Rose, A. K. (2000). One money, one market: The effect of commorencies on tradeeconomic
Policy, 30.

Rotemberg, J. and Woodford, M. (1993). Dynamic general ldgiuim models with imperfecly
comptetitive product markets. NBER Working Paper 4502.

Schmitt-Grohé, S. and Uribe, M. (2003). Closing small opeanomy modelsJournal of Interna-
tional Economics61:163-185.

Shimer, R. (2005). The cyclical behavior of equilibrium oq@oyment, vacancies, and wages: Evi-
dence and theoryAmerican Economic Revie®5(1):25-49.

Stock, J. H. and Watson, M. W. (2005). Understanding chairgiEgernational business cycle dy-
namics.Journal of the European Economic Associati8(b):968—1006.

Stockman, A. C. and Tesar, L. L. (1995). Tastes and techgdlog two-country model of the
business cycle: Explaining international comovemewtnerican Economic Revigew5(1):168—
185.

Woodford, M. (2003).Interest & Prices Princeton University Press, Princeton, New Jersey.

38



